GAN Prior Based Null-Space Learning for Consistent Super-resolution

Yinhuai Wang¹, Yujie Hu¹, Jiwen Yu¹, Jian Zhang¹,²

¹Peking University Shenzhen Graduate School, China
²Peng Cheng Laboratory, China
{yinhuai; hhuyujie; yujiwen}@stu.pku.edu.cn, zhangjian.sz@pku.edu.cn

Abstract

Consistency and realness have always been the two critical issues of image super-resolution. While the realness has been dramatically improved with the use of GAN prior, the state-of-the-art methods still suffer inconsistencies in local structures and colors (e.g., tooth and eyes). In this paper, we show that these inconsistencies can be analytically eliminated by learning only the null-space component while fixing the range-space part. Further, we design a pooling-based decomposition (PD), a universal range-null space decomposition for super-resolution tasks, which is concise, fast, and parameter-free. PD can be easily applied to state-of-the-art GAN Prior based SR methods to eliminate their inconsistencies, neither compromising the realness nor bring extra parameters or computational costs. Besides, our ablation studies reveal that PD can replace pixel-wise losses for training and achieve better generalization performance when facing unseen downsamplings or even real-world degradation. Experiments show that the use of PD refreshes state-of-the-art SR performance and speeds up the convergence of training up to \(2\sim10\) times.

Introduction

Image super-resolution (SR) is a process that generates a high-resolution (HR) image that is consistent with the input low-resolution (LR) image. It consists of two critical constraints: (1) Low-frequency consistency, i.e., the downsampling of the HR image should be identical to the LR image. (2) Realness, i.e., the HR image should be within the distribution of natural images. In this paper, we abbreviate these two constraints to consistency and realness.

Prevailing deep neural network (DNN) based SR methods usually rely on pixel-wise losses (e.g., \(\ell_1\), \(\ell_2\)) to learn both realness and consistency. Specifically, they first downsample the ground-truth (GT) images to generate LR-GT image pairs, then feed the LR images into a DNN to generate an HR image and optimize the DNN by minimizing the pixel-wise losses between HR and GT. When the GT images are of high-quality, the pixel-wise losses measures both the realness and consistency constraints. Generative adversarial network (GAN) and the adversarial training objectives (Goodfellow et al. 2014) are proved effective as a guidance toward realness (Ledig et al. 2017). The recent breakthrough in GANs enables generating high-resolution images (Karras et al. 2020), and encourages utilizing pretrained GAN models as the GAN prior for SR tasks (Menon et al. 2020; Wang et al. 2021; Chan et al. 2021; Wang, Hu, and Zhang 2022).

Though superior in hallucinating realistic details, GAN prior may bring undesirable bias in generating those details, causing inconsistencies in structures and colors, e.g., eye, tooth, and skin, as can be seen in Fig. 1. Further increasing the weight of \(\ell_1\) or \(\ell_2\) losses may ease these inconsistencies while over-smoothing the rich details that GAN Prior brings. Since realness and consistency are both critical for SR, we need to find a way to assure consistency for GAN prior based SR without compromising its superiority in realness.

We observe there exists a fundamental physical prior in SR tasks. That is, the LR image (assuming the LR image is clean) already contains low-frequency information that constitutes the GT image. However, recent GAN prior based SR methods do not fully leverage this physical prior. To utilize this physical prior, we can resort to the range-null space decomposition, which is well studied in linear algebra and inverse problems (Schwab, Antholzer, and Haltmeier 2019).

Theoretically, given a downsampler and its pseudo-inverse, any HR image can be decomposed into a range-space part and a null-space part. The range-space part is fully responsible for the LR image while the null-space part is irrelevant to the LR image. Actually, the range-space part of the GT can be calculated explicitly. Then we can explicitly assure the consistency of a predicted HR image by replacing its range-space part with the GT’s range-space part.

However, the pseudo-inverse of the downsampler is usually hard to obtain, let alone so many types of downsamplers in SR tasks. We observe that most of the downsampleing with antialiasing shares very similar results. We also notice a wildly used downsampling method, average-pooling, possesses concise forms of pseudo-inverse. Hence we use average-pooling as a universal measurement for the consistency. This provides an efficient solution to use range-null space decomposition for consistent SR.

Specifically, we use the pseudo-inverse to directly upsample the LR image as the low-frequency part of the result, then use the GAN prior based network to predict a raw HR im-
age from the LR image, and use the calculated null-space operator to extract its high-frequency part. Finally, we add the low-frequency part and the high-frequency part to form an SR result that owns the consistency. The whole process is called Pooling-based Decomposition (PD) in this paper.

As a physical prior of consistency, the involvement of PD not only enables existing state-of-the-art GAN prior based SR methods to reach obviously higher performance in consistency but also significantly accelerates training convergence, as is revealed in our experiments. Besides, our ablation studies show that PD can replace pixel-wise losses for training and achieves better generalization performance when facing unseen downsamplings or real-world degradation, implying its potential for further explorations.

Our contributions include:

• We theoretically and experimentally reveal that combining GAN prior with physical prior yields significantly better consistency, outperforming state-of-the-art GAN prior based SR methods in several datasets.

• We propose a novel Pooling-based Decomposition (PD) for GAN prior based null-space learning. It is parameter-free, fast, and mathematically rigorous. PD can be used for GAN prior based SR methods to improve the consistency and accelerate training convergence significantly.

Related Work

GAN Prior based Super-Resolution. Typical DNN based super-resolution (SR) methods use pixel-wise constraints to encourage learning the inverse mapping of down-sampling (Dong et al. 2015; Kim, Lee, and Lee 2016; Zhang et al. 2018a,b; Huang et al. 2017; Li et al. 2018; Lin, Zhou, and Chen 2018; Lin et al. 2020; Chong Mou 2021, 2022). These methods usually perform well in pixel-wise metrics, e.g., PSNR and SSIM, but tend to generate smooth structures with poor details. Owing to the excellent performance in generating realistic details, GANs and adversarial training strategies (Goodfellow et al. 2014) are applied for SR to produce higher visual quality (Wang et al. 2018; Yu and Porikli 2017; Yang et al. 2020; Wan et al. 2020; Zhang and Ling 2021; Mou et al. 2022). Recently, Karras et al. proposed a series of StyleGAN that can generate excellent realistic images of certain types, typically human faces (Karras, Laine, and Aila 2019; Karras et al. 2020, 2021). The success of StyleGAN inspired a lot of works in image editing (Abdal, Qin, and Wonka 2019, 2020; Nitzan et al. 2020; Tewari et al. 2020; Zhu et al. 2020; Patashnik et al. 2021; Gu, Shen, and Zhou 2020; Xia et al. 2022) and encouraged the utilizing of StyleGAN as GAN prior for SR tasks. Some methods attempt utilizing a pretrained GAN to solve SR by optimizing the latent code iteratively to maximize the data consistency (Yeh et al. 2018; Luo and Wu 2020; Menon et al. 2020). Richardson et al. further propose using an encoder to map the input image into the latent space of StyleGAN (Richardson et al. 2021). Since they directly utilize the latent space of StyleGAN, the result owns excellent realness. However, the latent space is not expressive enough to preserve the identity of the input image, thus suffering identity shifts. To improve the consistency, some methods build skip connections between the encoder and StyleGAN to better capture structural information (Yang et al. 2021; Wang et al. 2021; Chan et al. 2021). Wang et al. further propose interpolating StyleGAN features and encoder features to yield better consistency and realness (Wang, Hu, and Zhang 2022). These GAN prior based methods achieve unprecedented results in face SR. Though pixel-wise losses are already applied during their training, the use of GAN prior may still bring undesirable inconsistency in facial structures and colors, as is shown in Fig. 1. Besides, the success of these methods relies heavily on trial and error, lacking rigorous explanation and mathematical proof. Instead, our proposed PD follows rigorous derivation and can be applied to the mentioned methods.
to completely resolve inconsistency while preserving the re-
aldness that GAN prior brings.

**Consistent Super-Resolution.** Traditional approaches for
solving super-resolution (SR) are typically model-based,
which usually regularize the results with prior knowledge
about distributions of natural images, e.g., sparsity (Yang
et al. 2010). Most of the recent state-of-the-art SR meth-
ods are DNN based and are model-free (Liang et al. 2021;
Chan et al. 2021), thus lack interpretation and heavily re-
lying on extensive experiments on network structures. To
implement a consistent solution for inverse problems, Chen
et al. (Chen and Davies 2020) analytically decompose the
inverse result into range-space and null-space of a specific
linear operator and learn them respectively. However, they
take bicubic interpolation as the pseudo-inverse of bicubic
interpolation for image SR, which is a lossy approximation.
Bahat et al. (Bahat and Michaeli 2020) further resort to the
Fourier domain to calculate the pseudo-inverse of the down-
sampling operator. However, their formulation contains inverse matrix \((\mathbf{A}^\top \mathbf{A})^{-1}\), which may not exist for not-full rank \(\mathbf{A}^\top \mathbf{A}\). Hence, the pseudo-inverse calculated by FFT and IFFT may
still be lossy in theory, let alone the complexity and inac-
curacies in implementations. Besides, they did not combine
null-space learning with GAN prior, thus can not yield high-
quality details. Instead, we show that the GAN prior is an
ideal tool to fill in the missing null-space in SR problems,
and the implementations of our proposed PD perfectly fit
the theory and possess concise forms.

**Method**

**Preliminaries: Range-Null Space Decomposition**

Given a non-zero linear operator \(\mathbf{A} \in \mathbb{R}^{d \times D}\), it usually
has at least one pseudo-inverse \(\mathbf{A}^\dagger \in \mathbb{R}^{D \times d}\) that satisfies
\(\mathbf{A} \mathbf{A}^\dagger \mathbf{A} = \mathbf{A}\). In particular, an analytical solution by SVD:

\[
\mathbf{A} = \mathbf{U} \Sigma \mathbf{V}^\top, \quad \mathbf{A}^\dagger = \mathbf{V} \Sigma^\dagger \mathbf{U}^\top, \tag{1}
\]

where \(\mathbf{U}\) and \(\mathbf{V}\) are orthogonal matrix and \(\Sigma\) is a diagonal
matrix with eigenvalues as its diagonal elements. \(\mathbf{A}^\dagger \mathbf{A}\) can be seen as
the operator that projects samples to the range-
space of \(\mathbf{A}\), since \(\mathbf{A} \mathbf{A}^\dagger \mathbf{A} = \mathbf{A}\). While \((\mathbf{I} - \mathbf{A}^\dagger \mathbf{A})\) can be
seen as the operator that projects samples to the null-space
of \(\mathbf{A}\), since \(\mathbf{A} (\mathbf{I} - \mathbf{A}^\dagger \mathbf{A}) \equiv 0\).

Any sample \(\mathbf{x} \in \mathbb{R}^{D \times 1}\) can be decomposed into two
parts: the part that locates at the range-space of \(\mathbf{A}\) and the
other part that locates at the null-space of \(\mathbf{A}\), i.e.,

\[
\mathbf{x} \equiv \mathbf{A}^\dagger \mathbf{A} \mathbf{x} + (\mathbf{I} - \mathbf{A}^\dagger \mathbf{A}) \mathbf{x} \quad \tag{2}
\]

**GAN Prior Based Null-Space Learning**

In image super-resolution, the linear operator \(\mathbf{A}\) becomes a
downsampler while its pseudo-inverse \(\mathbf{A}^\dagger\) represents an
upsampler. We consider naive downscaling of the form:

\[
\mathbf{y} = \mathbf{A} \mathbf{x}. \quad \tag{3}
\]

Given a low-resolution (LR) image \(\mathbf{y} \in \mathbb{R}^{d \times 1}\) that down-
sampled from a ground-truth (GT) image \(\mathbf{x} \in \mathbb{R}^{D \times 1}\) using
downsampling operator \(\mathbf{A} \in \mathbb{R}^{d \times D}\), our goal is to get a
high-resolution (HR) image \(\hat{\mathbf{x}} \in \mathbb{R}^{D \times 1}\) that conforms to:

\[
\text{Consistency} : \quad \mathbf{A} \hat{\mathbf{x}} \equiv \mathbf{y}, \quad \tag{4}
\]

\[
\text{Realness} : \quad \hat{\mathbf{x}} \sim p(\mathbf{x}), \quad \tag{5}
\]

where \(p(\mathbf{x})\) denotes the GT distribution. Though these two
properties can both be optimized by training a DNN using
pixel-wise and adversarial objectives, it does not thoroughly
utilize the physical prior contained in the LR image.

We observe that the range-null space decomposition is an
ideal tool to ensure consistency. Lets first decompose the GT
\(\mathbf{x}\) into two parts follow Eq. (2), then downsample \(\mathbf{x}\) with \(\mathbf{A}\),
i.e., combining Eq. (2) with Eq. (3), it becomes:

\[
\mathbf{Ax} = \mathbf{AA}^\dagger \mathbf{A} \mathbf{x} + \mathbf{A} (\mathbf{I} - \mathbf{A}^\dagger \mathbf{A}) \mathbf{x}
\]

\[
= \mathbf{Ax} + 0 = \mathbf{y}. \quad \tag{6}
\]

We can see that the range-space part, \(\mathbf{A}^\dagger \mathbf{A} \mathbf{x}\), after down-
sampling, becomes exactly the LR image \(\mathbf{y}\), while the null-
space part, \((\mathbf{I} - \mathbf{A}^\dagger \mathbf{A}) \mathbf{x}\), is transparent to the downsample-
ner \(\mathbf{A}\). Following these observations, we can formulate our HR
result \(\hat{\mathbf{x}}\) into two parts: a range-space part that is set as the
GT’s range-space part \(\mathbf{A}^\dagger \mathbf{A} \mathbf{x}\), i.e., \(\hat{\mathbf{A}^\dagger \mathbf{A} \mathbf{x}}\); a null-space part
\((\mathbf{I} - \mathbf{A}^\dagger \mathbf{A}) \mathbf{x}\), extracted from the raw prediction \(\hat{\mathbf{x}}\), of a GAN
prior based network.

\[
\hat{\mathbf{x}} = \mathbf{A}^\dagger \mathbf{y} + (\mathbf{I} - \mathbf{A}^\dagger \mathbf{A}) \mathbf{x}. \quad \tag{7}
\]

Now the result \(\hat{\mathbf{x}}\) owns consistency since \(\mathbf{A} \hat{\mathbf{x}} \equiv \mathbf{y}\) holds.

However, it is usually hard to get the pseudo-inverse of
\(\mathbf{A}\), let alone the situation that \(\mathbf{A}\) is unknown.

**Pooling-Based Decomposition**

We observe that many downsampling methods with an-
tialising share very similar results. Among them, average-
pooling is the most simple one and owns desirable forms of
pseudo-inverse. Since we focus on the structural and color
inconsistencies in GAN prior based SR methods, the down-
sampling consistency measured by average-pooling is robust
enough to assure that.

Specifically, for a certain downsampling rate \(s\), average-
pooling split the HR image \(\mathbf{x}\) into patches of size \(s \times s\),
and calculate each patch’s average value as the value of a
 corresponding pixel in the LR image \(\mathbf{y}\). A simple pseudo-
inverse of average-pooling replicates each pixel of the LR
image into corresponding patches of size \(s \times s\).

Considering operation on a single pixel, the average-
pooling with scale \(s\) can be represented as a \(s^2 \times 1\) matrix
\(\mathbf{A}\) with its pseudo-inverse as a \(1 \times s^2\) matrix \(\mathbf{A}^\dagger\):

\[
\mathbf{A} = (1, ..., 1)^\top, \quad \mathbf{A} = (1/s^2, ..., 1/s^2). \tag{8}
\]

It is obvious that \(\mathbf{A} \mathbf{A}^\dagger = \mathbf{I}\) holds. Since the operations be-
tween each pixel or each patch are independent, this formu-
lation can be easily promoted to the whole image.

In practice, we use average-pooling in linear operator
form, denoted as \(P_u(\cdot)\), and use broadcast mechanism to
implement the pseudo-inverse of average-pooling, denoted as
\(P_u(\cdot)\). Note that \(P_u(I(\cdot)) = I(\cdot)\), where \(I(\cdot)\) is the unit
linear operator. Then we can rewrite our SR solution as:

\[
\hat{\mathbf{x}} = P_u(\mathbf{y}) + \hat{\mathbf{x}}_r - P_u(P_u(\hat{\mathbf{x}}_r)), \quad \tag{9}
\]
Figure 2: Illustration of pooling-based decomposition (PD). $D_\dagger(\cdot)$ denotes the network. $P_\downarrow(\cdot)$ and $P_\uparrow(\cdot)$ denote the average pooling and its pseudo-inverse. (a) shows a pixel level example of PD in $2 \times 2$ SR. For each pixel in the LR image $y$, we use $P_\downarrow(\cdot)$ to replicate it to the size of $2 \times 2$. For the corresponding patch that predicted by the network $D_\dagger$, we subtract its own average value to get the high-frequencies $\hat{x}_r - P_\uparrow(P_\downarrow(\hat{x}_r))$, denoted as $\delta$. Then we aggregate $\delta$ and $P_\downarrow(y)$ as the result patch $\hat{x}$. Note $\hat{x}$ is consistent with $y$, i.e., $P_\downarrow(\hat{x}) \equiv y$. We can easily promote this paradigm to the image level, as is shown in (b).

We name the whole operations of Eq. (9) as Pooling-based Decomposition, abbreviated as PD in this paper. Fig. 2 provides a detailed illustration of PD at pixel and image levels. $D_\dagger(\cdot)$ denotes the GAN prior based SR network. $P_\downarrow(\cdot)$ and $P_\uparrow(\cdot)$ denote the average pooling and its pseudo-inverse. Fig. 2(a) shows a pixel level example of PD in $2 \times 2$ SR. For each pixel in the LR image $y$, we use $P_\downarrow(\cdot)$ to replicate it to the size of $2 \times 2$. For the corresponding patch $\hat{x}_r$ that predicted by the network $D_\dagger(\cdot)$, we subtract $\hat{x}_r$ by its low-frequency contents $P_\downarrow(P_\downarrow(\hat{x}_r))$ to get the high-frequencies $\delta$, i.e., $\delta = \hat{x}_r - P_\uparrow(P_\downarrow(\hat{x}_r))$. Then we aggregate $\delta$ and $P_\downarrow(y)$ as the result patch $\hat{x}$. It is worth noting that $\hat{x}$ is consistent with $y$, i.e., $P_\downarrow(\hat{x}) \equiv y$. We can easily promote this paradigm to the image level, as is shown in Fig. 2(b).

Given a GAN prior based SR network, we can significantly elevate its consistency by simply imposing PD to its forward pipeline following Eq. (9) and Eq. (10) and applying the new forward pipeline to the training and inference. It is worth mentioning that PD is parameter-free and incurs negligible extra computations, making it an efficient tool for GAN Prior based SR networks to eliminate inconsistencies.

PD can be understood in many ways. Intuitively, $P_\downarrow(y)$ can be seen as the low-frequency part (upsampled to match the size of $\hat{x}_r$) that is directly inherited from the LR $y$ and $\hat{x}_r - P_\uparrow(P_\downarrow(\hat{x}_r))$ be the high-frequency part that is extracted from the network prediction $\hat{x}_r$. The operation $P_\uparrow(\cdot)$ can be seen as a low-frequency filter, and the high-frequency part $\hat{x}_r - P_\uparrow(P_\downarrow(\hat{x}_r))$ yields no information after filtered by $P_\downarrow(\cdot)$, since $P_\downarrow(\hat{x}_r) - P_\uparrow(P_\downarrow(\hat{x}_r)) \equiv 0$. Alternatively, we can see $P_\uparrow(y) - P_\uparrow(P_\downarrow(\hat{x}_r))$ as the correction for the low-frequency contents of the initial prediction $\hat{x}_r$. Or mathematically, we can see $P_\uparrow(y)$ as the range-space part, which loses no information through observation $P_\downarrow(\cdot)$, hence is set as fixed to assure consistency. While $\hat{x}_r - P_\uparrow(P_\downarrow(\hat{x}_r))$ is the null-space part, which leaves no information through observation $P_\downarrow(\cdot)$, hence has fully flexibility for learning.

where we use a GAN prior based DNN $D_\dagger$ to predict $\hat{x}_r$:

$$\hat{x}_r = D_\dagger(y),$$

Note Eq. (9) satisfies the downsampling consistency:

$$P_\downarrow(\hat{x}) = P_\downarrow(P_\downarrow(y)) + P_\downarrow(\hat{x}_r) - P_\downarrow(P_\uparrow(P_\downarrow(\hat{x}_r))),$$

$$= y + P_\downarrow(\hat{x}_r) - P_\downarrow(\hat{x}_r) \equiv y.$$

Experiments

We validate PD on two typical GAN prior based SR networks: Panini (Wang, Hu, and Zhang 2022) and GLEAN (Chan et al. 2021). We experiment SR on three typical categories: human face, cat, and church.

Validation of Theory

We theoretically proved that PD can inherently assure the low-frequency consistency: $P_\downarrow(\cdot)$ holds with the use of PD. We also calculate the consistency of CEM, which use the Fourier transforms to calculate the pseudo-inverse $A^\dagger$ of the $8 \times$ bicubic(antialias) downsampler $A$. However, the average PSNR($y, P_\downarrow(\hat{x})$) is only $42.2$, indicating that the implementations of CEM suffer distortion.

We also compare the inference speed of PD and CEM. Specifically, we use random noise as $\hat{x}_\ell$ to exclude the use of networks, then use PD and CEM, respectively. We calculate the average running time of 100 inferences on a single Nvidia Tegra4 GPU. We get 0.68ms for PD and 31.8ms for CEM, implying that PD is more efficient in execution.

8 × Super-Resolution

To experiment 8 × SR on the human face, we train Panini, GLEAN, and their PD-based version on the FFHQ dataset (Karras, Laine, and Aila 2019). We use bicubic interpolation to synthesize LR images and follow the same training configuration as GLEAN and Panini. In detail, we use the Adam optimizer and Cosine Annealing Scheme with three training objectives: $\ell_1$ loss, perceptual loss (Johnson, Alahi, and Fei-Fei 2016), and GAN loss (Goodfellow et al. 2014). For 8 × SR, the loss weights are set as 1, $1 \times 10^{-2}$, $1 \times 10^{-2}$ respectively. The learning rate is set as $1 \times 10^{-3}$. See Appendix A for more details of training objectives.
For 8× SR, we train Panini, “Panini w/ PD”, GLEAN, and “GLEAN w/ PD” under the same training configuration for 100K iterations, with the batch size of 4 on a single Nvidia V100 GPU. For evaluation, we take 1K images from CelebA-HQ (Karras, Laine, and Aila 2019) dataset as the ground truth (GT), then use bicubic interpolation to generate the LR and yield the LR-GT testing pairs.

Likewise, we experiment 8× SR on LSUN cat and church datasets (Yu et al. 2015) for GLEAN and Panini and their PD based version. Tab. 1 shows the quantitative results of 8× SR on three categories. As can be seen, the use of PD significantly improves all metrics on both Panini and GLEAN, implying the overall enhancement of consistency and realism. Fig. 3(a) shows the convergence curve on 8× face SR. We can observe a steady improvement of PSNR and FID during training. Notably, “Panini w/ PD” in 10K iterations achieves comparable PSNR and FID to Panini in 90K iterations, showing nine times of convergence acceleration.

To intuitively understand the eliminated inconsistencies by PD, we take the GT as references and visualize the error maps in Fig. 4. Specifically, we subtract the result with GT to get the errors, then times five the absolute values and convert them into a color map. The results generated by GLEAN suffer color inconsistencies in most regions of the image. However, these inconsistencies are not a simple overall deviation.

Figure 3: Convergence curves. Part (a) for the 8× face SR and (b) for the 16× face SR. With PD, both GLEAN and Panini yield significantly higher PSNR and comparable FID. The horizontal axis denotes the training iterations (10^4).

Figure 4: Qualitative results on 8× face SR. GLEAN yields high-quality results. However, it still suffers low-frequency inconsistencies, e.g., inconsistent structures and colors in lips, eyes, and large areas of skin color deviations. The use of PD helps eliminate all the low-frequency inconsistencies, as can be clearly observed from the error maps.

Table 1: 8× SR on different categories. The use of PD significantly improves the PSNR, SSIM, and FID in most cases. It is worth noting that PD is parameter-free with negligible computational cost.
GT Panini
GLEAN w/ PD
Panini w/ PD
GT
LR
LR

Figure 5: Qualitative results on 16× face SR. The use of PD can eliminate color deviation and reduce structural inconsistencies.

Table 2: Comprehensive comparison on 16× face SR. We compare Panini and GLEAN and their PD-based versions with state-of-the-art face SR methods. The involvement of PD significantly elevates all consistency metrics, i.e., PSNR, SSIM, and MS-SSIM. We attribute the slight rise of FID to the training stochasticity. Actually, the FID is comparable during training, as can be seen in Fig. 3.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>MS-SSIM↑</th>
<th>FID↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>PULSE</td>
<td>21.68</td>
<td>0.676</td>
<td>0.596</td>
<td>42.71</td>
</tr>
<tr>
<td>pSp</td>
<td>18.91</td>
<td>0.680</td>
<td>0.526</td>
<td>39.88</td>
</tr>
<tr>
<td>GFPGAN</td>
<td>25.17</td>
<td>0.761</td>
<td>0.804</td>
<td>24.34</td>
</tr>
<tr>
<td>GPEN</td>
<td>26.07</td>
<td>0.784</td>
<td>0.820</td>
<td>31.89</td>
</tr>
<tr>
<td>Panini w/ PD</td>
<td><strong>27.81</strong></td>
<td>0.771</td>
<td><strong>0.851</strong></td>
<td><strong>14.78</strong></td>
</tr>
<tr>
<td>GLEAN</td>
<td>27.21</td>
<td>0.743</td>
<td>0.843</td>
<td>15.01</td>
</tr>
<tr>
<td>GLEAN w/ PD</td>
<td>27.69</td>
<td>0.754</td>
<td>0.848</td>
<td>15.27</td>
</tr>
</tbody>
</table>

Figure 6: Visualization of PD. \( \hat{x}_r \) represent the raw prediction of GAN prior network, \( \delta \) is the high-frequency part of \( \hat{x}_r \), \( \mathcal{P}_1(y) \) denotes the low-frequency contents inherited from LR image. The final result \( \hat{x} \) is yielded by adding \( \mathcal{P}_1(y) \) with \( \delta \). Zoom-in for the best view.

**Ablation Studies**

**What Has the Network Learned?**

With the use of PD, we take the upsampled LR, i.e., \( \mathcal{P}_1(y) \) as the low-frequency part, then only the high-frequency part of \( \hat{x}_r \) that GAN prior generates is needed to constitute the final HR result \( y \). Since we only extract high-frequencies from \( \hat{x}_r \), it does not necessarily own reasonable low-frequency contents. Interestingly, \( \hat{x}_r \) turns out to be reasonable in most low-frequency contents. Fig. 6 visualizes \( \hat{x}_r \), high-frequency part \( \delta \), and low-frequency part \( \mathcal{P}_1(y) \).

**What If We Do Not Use Pixel-Wise Losses?**

The use of pixel-wise losses provides a clear learning target. However, it does not generalize well when the GT or LR suffers degradation. That is because the pixel-wise losses encourage learning the inverse process of the downsampling of GT. Thus when GT already contains degradation, the SR network trained on pixel-wise losses tends to replicate such degradation.

Since PD can inherently assure consistency, we may train the PD-based network without pixel-wise losses (e.g., \( \ell_1 \) and perceptual loss) and solely use adversarial losses for training. To stabilize the training, we take GLEAN as our backbone, with several critical changes: (1) we remove the “de-encoder” since it is proved to be redundant (Chan et al. 2022).
(2) we do not predict the latent code from the “encoder” and instead set the latent code z as random to encourage diversity, as is done in StyleGAN. (3) we apply PD to the network. This revised network is denoted as PDN.

We train PDN with the same training configurations mentioned in the experiment chapter, except for the absence of $\ell_1$ and perceptual loss. We find PDN works well on both $8 \times$ and $16 \times$ face SR tasks and shows superior robustness to GLEAN and Panini when facing unseen degradation. We evaluate PDN on two typical degradations.

**Unseen Dowsamplings.** To evaluate the robustness of PDN on unseen downampling methods, we generate training data by bicubic downampling without antialiasing, noted as Bicubic(alias). In like manner, we generate Bicubic(antialias) and Bilinear(antialias) as testing data. We train PDN, GLEAN, and Panini on bicubic(alias) and evaluate them on Bicubic(antialias) and Bilinear(antialias). Note GLEAN and Panini are trained with $\ell_1$, perceptual and adversarial loss, while PDN is only with adversarial loss. Fig. 7 shows the qualitative comparison. We can observe that PDN generates a clearer image than GLEAN and Panini. Tab. 3 shows the PSNR and FID under Bicubic(antialias) and Bilinear(antialias). PDN yields much better FID than GLEAN and Panini, which is in accord with our visual observation. Besides, evaluations under other types of downsamplers like Box and Lanczos come to a similar conclusion.

**Real-World Degradation.** To evaluate the robustness of PDN on unknown real-world degradation, we cherry-pick low-quality images from CelebA-HQ dataset and use bicubic interpolation to downsample them as LR images. We use PDN, GLEAN, and Panini which are trained on $16 \times$ SR. Not all three networks do not use any data augmentations to improve robustness during training. Fig. 8 shows the results. We can see that the GT suffers unknown blur and noise, and Panini’s SR result reproduces these degradations. However, the result generated by PDN seems not disturbed by the degradation, showing clear and realistic details. We also tried to remove PD from PDN and train it with pure adversarial loss but got much worse results, indicating that PD can stand as a powerful consistency constraint to help the network converges to reasonable solutions.

PDN learns a more generalized pattern for SR, other than the inverse process of the downampling. However, PDN is no better than state-of-the-art SR methods when dealing with LR that is downsampled from high-quality GT. We believe that is because PDN lacks detailed guidance. We hope this guide can be solved in the future without resorting to pixel-wise loss.

### Conclusions and Discussions

This paper presents a novel method to eliminate inconsistencies for GAN prior based super-resolution networks. As is shown in experiments, our proposed method can be easily applied to different backbones, accelerating their training convergence and yielding better consistency. Our method also shows potential in dealing with unseen downsamplings or real-world degradation.

There are a few limitations of our method. Firstly, our method is under an ideal assumption that the LR is clean. However, if the degradation that LR suffers damage the low-frequency contents, PD will pass the damaged low-frequencies directly to the SR result. A simple solution is to pre-process the degraded LR into a clean one. Secondly, PD may result in evident block artifacts at the early stages of training, but as the training goes on, those artifacts become imperceptible (see if you can observe block artifacts in Fig. 5). Thirdly, PD is sensitive to hyperparameter selection. See Appendix B for analysis.

### Table 3: Quantitative comparisons on unseen downsamplings

<table>
<thead>
<tr>
<th>Method</th>
<th>Bicubic(antialias)</th>
<th>Bilinear(antialias)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR↑</td>
<td>FID↓</td>
</tr>
<tr>
<td>Panini</td>
<td>29.40</td>
<td>30.47</td>
</tr>
<tr>
<td>GLEAN</td>
<td>30.13</td>
<td>24.26</td>
</tr>
<tr>
<td>PDN(ours)</td>
<td>30.24</td>
<td>14.11</td>
</tr>
</tbody>
</table>

Figure 7: Results on unseen downsamplings. PDN yields clearer results when facing unseen downsamplings. Here the networks are all trained on $8 \times$ bicubic(alias) and tested on $8 \times$ bicubic(antialias).

Figure 8: Results on real-world degradation. We can see that GLEAN tends to replicate the degradation that GT suffers, while PDN is not affected and tends to generate clear results. Note PDN only uses $16 \times$ bicubic(antialias) to synthesize LRs for training, without any simulated degradation.
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