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Abstract

Video captioning has become a broad and interesting research area. Attention-based encoder-decoder methods are extensively used for caption generation. However, these methods mostly utilize the visual attentive feature to highlight the video regions while overlooked the semantic features of the available captions. These semantic features contain significant information that helps to generate highly informative human description-like captions. Therefore, we propose a novel visual and semantic enhanced video captioning network, named as VSVCap, that efficiently utilizes multiple ground truth captions. We aim to generate captions that are visually and semantically enhanced by exploiting both video and text modalities. To achieve this, we propose a fine-grained cross-graph attention mechanism that captures detailed graph embedding correspondence between visual graphs and textual knowledge graphs. We have performed intra- and inter-node level matching and structure level reasoning between the weighted regional graph and knowledge graph. The proposed network achieves promising results on three benchmark datasets: YouTube2Text, MSR-VTT, and VATEX. The experimental results show that our network accurately captures all key objects, relationships, and semantically enhanced events of a video to generate human annotation-like captions.

Introduction

Video captioning aims to automatically generate natural language descriptions for a video. It is highly utilized in real-world problems, such as video understanding (Schroff, Kalenichenko, and Philbin 2015; Zhang et al. 2020a), assisting visually impaired people (Mocanu, Tapu, and Zaharia 2019), and visual intelligence (Kojima, Tamura, and Fukunaga 2002) in robotics. Video captioning (VC) lies in the intersection of two main domains, i.e., computer vision (CV) and natural language processing (NLP). Natural languages contain semantic information to better describe the visual content of an image or a video. Generating captions based on visual and spatio-temporal features is a challenging task as videos contain complex regional structural patterns and features that may convey multiple different summaries (Zhang et al. 2020b). Recent studies (Venugopalan et al. 2015; Donahue et al. 2015; Zhao, Li, and Lu 2019) on VC have shown that the approaches can effectively learn the generic representation using visual features. These generic captions are rewritten from the training set that lacks to generate visually and semantically enhanced captions.

To improve the captioning task, the attentive models (Zhao, Li, and Lu 2019; Gao et al. 2017; Yan et al. 2019) are explored over the region of interest (ROI). However, these models ignore the saliency information present in a video since the visual regions are often ambiguous and over-sampled, which makes the captioning task more challenging. Even some works (Lin, Gan, and Wang 2020; Liu et al. 2019) have focused on the ROI and visual grounding by decomposing expressions into logic structures. Yet, these methods are not able to preserve the semantic structure of salient regions to generate human-like descriptions. Therefore, it is better to leverage the semantic structures by using a textual knowledge graph since ‘text’ is the de facto source, laden with ‘knowledge’. On the other hand, a graph helps to structure the knowledge in a better way, where nodes represent entities and edges denote relationships between nodes (Nickel et al. 2015). A knowledge graph can structure the information and highlight the semantic facts present in an image or video as ‘SPO’ triples (<subject, predicate, object>). These structured graphs,
known as semantic knowledge graphs (or textual knowledge graph), can effectively organize human thoughts and clarify their intended meaning.

Motivated by the aforementioned discussion, we propose a Visual and Semantic enhanced Video Captioning network, named as VSVCap. Our main objective is to design a model that can identify relevant semantic information from a video and decode it into a corresponding description. This paper proposes a fine-grained cross-graph attention mechanism that leverage weighted graphs for region-word alignment & reasoning. We have utilized the human-annotated facts that contain semantic information of a video. However, the annotated facts contain redundant information to describe the video. Therefore, we have proposed a weighted knowledge graph that helps to filter the multiple descriptions based on their weights. In contrast, visual information is complex since it contains multiple objects and relationships. We generate a weighted visual graph that efficiently structures the regional information. However, the weighted visual graph is dense, where each entity is connected to every other entity. These connections describe relations between two or more entities in which some relations are relevant while some are irrelevant, which creates overhead. To capture the salient regions and structured information of the two modalities, we propose a fine-grained cross-graph attention mechanism, as shown in Figure 1. Further, inspired by the performance of bottom-up attention (Anderson et al. 2018), we use a captioning decoder for generating visual and semantic enhanced captions. In summary, our contributions are listed as follows:

- We propose a novel visual and semantic enhanced video captioning network that encodes the video into a weighted graph and corresponding textual graph of the available descriptions. We leverage both modalities to decode the word based on the graph attentive features to generate human description-like captions.
- We propose a fine-grained cross-graph attention mechanism that helps to bridge the gap between visual and semantic representations by preserving their intra- and inter-node correspondence, followed by structure-level reasoning that preserves the internal structure of the graphs. Moreover, we employ visual semantic reasoning to obtain the global contextual information.
- We generate a semantic knowledge graph that utilizes multiple grounded captions of a video to generate a semantic graph based on facts present in human annotations. To efficiently use this knowledge graph, we prioritize the relevancy of each relation between entities by assigning the weights.
- The experimental results of three benchmark datasets, i.e., YouTube2Text, MSR-VTT, and VATEX, demonstrate that the proposed method focuses on the key semantics of a video and preserves the grounded facts lie in a video using the semantic knowledge graph that helps to correctly pair the objects based on their relationship.

**Proposed Methodology**

We propose Visual and Semantic enhanced Video Captioning (VSVCap) network that comprises of four modules; (a) **Global Encoders** takes a video as an input and generate frame and segment representations; (b) **Visual and Semantic Graph Construction** takes the visual region and textual annotations as input and generate the respective weighted graphs; (c) **Fine-Grained Cross-Graph Attention** filters out the intra- and inter-graph similar nodes and preserve the saliency information of both modalities; and (d) **Captioning**

**Related Work**

- **Video Captioning.** In the early stage, template-based approaches (Guadarrama et al. 2013) were widely studied, which first detect sentence templates with grammar rules and align them with video content. However, these methods have fixed syntactic structures. With the deep neural networks (DNNs), the sequence learning methods (Yao et al. 2015; Pan et al. 2017; Rohrbach et al. 2013; Venugopalan et al. 2015; Pan et al. 2016; Baraldi, Grana, and Cucchiara 2017) that use encoder-decoder framework has become popular, which utilized global features to generate captions. These are improved by attention-based methods (Zhao, Li, and Lu 2019; Xiao and Shi 2020; Gao et al. 2017; Yan et al. 2019; Xu et al. 2018; Deng et al. 2022; Zheng et al. 2022; Deng et al. 2022) that highlight the relevant regions but lack to utilize structured semantic features. SAVCSS (Chen et al. 2020a) proposed semantic-based captions by incorporating POS features, whereas DSD-3DS-SEM (Shekhar et al. 2020) suggested semantic-guided approach using domain data. POS-based approaches (Wang et al. 2019a; Hou et al. 2019; Zheng, Wang, and Tao 2020) utilized part-of-speech to generate grammatically correct captions, but these syntactically correct captions are not semantically aligned. The authors designed objects and graph-based models in (Junchao and Peng 2019; Aafaq et al. 2019; Zhang et al. 2020b; Chen and Jiang 2021; Li et al. 2022b) that generate graphs using either object or grid-based regions. But, none of them leverage semantic KG for better quality features.

- **Graph-based Cross-Attention.** The main challenge in graph-based attention is to map visual and semantic nodes or align them while preserving their internal structure. In DNNs, authors in (Zanfir and Sminchisescu 2018) suggested graph matching under node and pairwise constraints. To match the visual and textual graph, method (Xiong et al. 2019) employed a framework for matching between movie segments and synopsis paragraphs. The authors in (Liu et al. 2020) proposed a graph-structured network for an image to text matching. The networks (Li et al. 2019; Jiang et al. 2022) used cross-graph attention for graph matching to compute the similarity between nodes. The method (Xie et al. 2020) utilized contextual alignment enhanced cross-graph attention network for cross-lingual entity alignment by jointly learning the embedding of a different knowledge graph. The network (He et al. 2021) employed a cross-graph attention model to learn modality-specific shared semantic features for fine-grain image-text retrieval.

The aforediscussed methods use cross-graph attention for node-level matching. However, only one-to-one mapping constraint is explored and fails to work for many-to-one or one-to-many mapping. Motivated by this, we propose a fine-grained cross-graph attention mechanism that performs intra- and inter-node correspondence that can efficiently handle many-to-one or one-to-one mapping constraints.

**Proposed Methodology**

We propose Visual and Semantic enhanced Video Captioning (VSVCap) network that comprises of four modules; (a) **Global Encoders** takes a video as an input and generate frame and segment representations; (b) **Visual and Semantic Graph Construction** takes the visual region and textual annotations as input and generate the respective weighted graphs; (c) **Fine-Grained Cross-Graph Attention** filters out the intra- and inter-graph similar nodes and preserve the saliency information of both modalities; and (d) **Captioning**
Decoder exploits the attentive features to predict the next word of the decoded caption; as shown in Figure 2.

- **Global Encoders.** Given a video \( V \) as input, \( T \) frames \( \{f_i\}_{i=1}^T \) and clips \( \{c_i\}_{i=1}^N \) are sampled uniformly. We extract the appearance and motion features represented by \( v_a \in \mathbb{R}^{T \times S} \) and \( v_m \in \mathbb{R}^{T \times \zeta} \), respectively. \( T \) is the video temporal length and \( \zeta \) is the feature dimension. The features are extracted from the pre-trained 2D-CNN \( \Psi^a \) and 3D-CNN \( \Psi^m \). The global representation is the concatenation of two visual features as follows:

\[
F = W_v[v_a; v_m],
\]

where \( v_a = \Psi^a(f) \), \( v_m = \Psi^m(c) \). \( W_v \) is the trainable embedding and \([::]\) concatenation operation.

- **Visual and Semantic Graph Construction.** Networks (Pan et al. 2020; Venugopalan et al. 2015) use feature-based models to learn appropriate features from a video. However, these strategies are not able to capture the internal structure of the video regions and textual annotations. Therefore, we use a graph-based approach that provides flexible ways to capture middle-level elements and their relationships. In this module, our objective is to construct graph-based representations for video and text annotations to explore their internal structures and key components.

**Weighted Semantic Knowledge Graph.** Textual modality is an important cue for the applications that use cross-modality features as it contains significant semantic information in the form of entities, attributes, and their relationships. In (Ali et al. 2022; Chen et al. 2020c), only natural language (NL) annotations are utilized to directly encode the text. It is semantically correct, but ignores the internal structure of the sentence. Therefore, we substitute NL annotations with knowledge graph to preserve the semantics and structure of the sentence from unstructured data (text). In the proposed KG, we make directed and weighted KG that uses transitivity property for graph construction to preserve SPO mapping. We use available multi-captions per video (Mahon et al. 2020) as redundant information to assign the edge weights (discussed in supplementary). Formally, we construct a weighted textual (semantic) knowledge graph \( G_w = (V^w, E^w, A^w) \) for each text, where \( V^w \) is a set of nodes and \( E^w \) is set of edges in a graph. Let \( E = \{e_1, \cdots, e_N\} \) be the set of all entities and \( R = \{r_1, \cdots, r_N\} \) is set of all relationships in a KG. There are \( N_e \) entities and \( N_r \) types of relationships extract from a graph. Let \( e_i \) is the subject node, \( e_j \) is the object node and \( r_k \) is relationship type. We model each possible triples \( (e_i, r_k, e_j) \) that has a random variable \( \omega \in \mathbb{R}^n \). For simplicity, all possible triples in \( E \times R \times E \) can be grouped in an adjacency matrix \( A^w \in \mathbb{R}^{N_e \times N_e} \), where \( N_L = N_e + N_r + N_e \) and entries are:

\[
A^w(i, j) = \begin{cases} 
\omega, & \text{if the relation } (e_i, r_k, e_j) \text{ exists}, \\
\omega, & \text{if the relation } (r_k, e_j) \text{ exists}, \\
0, & \text{otherwise},
\end{cases}
\]

where \( \omega \) denotes the frequency of co-occurrence of the SPO pairs in given captions. We filter and prioritize the semantic graph based on the edge weights. The edge weight is denoted by an adjacency matrix \( A^w \), which shows the frequency of similar pairwise nodes. We use rule-based parser (Qi et al. 2019) to parse the sentences. This not only generates a dependency parse of a sentence that identifies the subject (object), predicate (relation), and quantifier (attribute) in a sentence but also preserve semantic dependencies that hold true between them. Next, we generate a region graph from each video for semantically enhanced visual graph.

**Weighted Visual Graph.** In this module, our aim is to generate a weighted visual graph for a video. We take \( N \) frames from each video and extract object features \( v_o \in \mathbb{R}^{T \times N_e \times \zeta} \) derived from Faster-RCNN \( \Psi^o \). We use these object features to construct the visual graph \( G^o = (V^o, E^o, A^o) \), where \( V^o = \{1, \cdots, o\} \) is the set of objects, \( E^o \) is the set of edges lies between objects, and \( A^o \) is the adjacency matrix. \( |V| \) and \( |E| \) represent the number of objects and edges in a graph. To efficiently capture the relationship between the entities, we generate a weighted visual graph, where we represent each frame as a fully connected dense graph. We compute edge-weights of adjacency matrix \( A^u \) using polar coordinate based on the bounding box \((x_1, y_1, x_2, y_2)\) of pair-wise regions, as mentioned
in (Norcliffe-Brown, Vafeias, and Parisot 2018; Liu et al. 2020). We use geodesic polar coordinates (Monti et al. 2017) to model the internal structure of each frame, which disentangle the distance and orientation of each pair-wise region. The polar coordinates are given by:

\[(w, h) = (x_2 - x_1, y_2 - y_1),\]
\[(x_c, y_c) = (x_1 + \gamma_1 * w, y_1 + \gamma_2 * h),\]

\[\theta = \tan^{-1}(y_c/x_c), \quad \rho = \sqrt{x_c^2 + y_c^2},\]

\[A_r = \rho || \theta,\]

where || is the stacking operation. \{w, h, x_c, y_c\} denote width, height, and center coordinates of the bounding boxes. Further, we process the polar coordinates using gaussian kernels that have a learnable mean and variance. These visual and knowledge graphs extract semantic information in the form of relationships from both video and the available annotations. We fed these obtained multimodal graphs in a fine-grained cross-graph attention module to efficiently leverage the visual and textual information.

- **Fine-grained Cross-Graph Attention.** We observe that the object interaction is often described in the text in more efficiently manner. Therefore, in this module, our objective is to highlight the video regions by leveraging the available textual saliency features. Previous methods (Ali et al. 2022; Liu et al. 2020; Li et al. 2022a) utilize graph matching technique to incorporate the semantic information for the retrieval task. However, these methods perform node-level matching that have one-to-one constraint for nodes and may fail to capture one-to-many or many-to-one node correspondence. Therefore, we propose a fine-grained cross-graph attention mechanism that utilizes intra- and inter-modality graph-based attention. It can handle one-to-many, many-to-one, and one-to-one mapping constraints. In short, we perform the fine-grained graph embedding correspondence between the region graph and the semantic knowledge graph. For fine-grained embedding, we perform a node-level matching followed by structure-level reasoning. Given a weighted semantic knowledge graph \(G^w = (V^w, \mathcal{E}^w, A^w)\) and a weighted visual graph \(G^v = (V^v, \mathcal{E}^v, A^v)\) as inputs. Our aim is to generate a semantic saliency enhanced graph as an output. The weights in the graph define the priority or relevancy of the nodes and its connected edges.

- **Node-level Matching (NLM).** In this matching, we correspond the nodes of weighted textual KG and weighted visual graph. In order to efficiently employ the textual KG, we initially perform the intra-node correspondence. Since, the nodes are semantically dependent and sometimes they belong to same entity or objects, such as chipmunk, rabbit, and squirrel denote the same class. Therefore, we compute the similarity between the intra-node representations of \(V^w\), which is given by:

\[s_{ij} = \frac{\exp(\phi(e_i)\phi(e_j)\top)}{\sum_{j=0}^{N_v} \exp(\phi(e_i)\phi(e_j)\top)},\]

where \(\phi(\cdot)\) is the embedding layer and \(e\) is the node of the knowledge graph. \(N_v\) is the number of nodes, \(s_{ij}\) is the similarity between the \(i\) - \(th\) node and \(j\) - \(th\) node. Finally, we calculate weighted adjacency matrix by:

\[A^w_v = ||S^v \odot A^w||_2,\]

where \(S^w \in \mathbb{R}^{N_v \times N_v}\) is the similarity matrix and \(A^w \in \mathbb{R}^{N_v \times N_v}\) denotes sparse adjacency matrix. \(\odot\) denote Hadamard product. In contrast, to find the similarity between inter-graph, we propose a cross-graph attention mechanism. The node representation of semantic knowledge graph is defined as \(V^w \in \mathbb{R}^{N_v \times d}\), and the node representation of video visual graph as \(V^r \in \mathbb{R}^{N_r \times d}\). Here, \(N_p, N_r\), and \(d\) denote the nodes of knowledge graph, visual graph, and feature dimension, respectively. The matching is performed by calculating the similarity between the nodes using dot product operation, which is given by:

\[\mathcal{P}^w = \left[ \frac{\exp(V^r_i(V^w_j)\top)}{\sum_{j=0}^{N_v} \exp(V^r_i(V^w_j)\top)} \right] V^w_j, \]

\[\mathcal{P}^r = \left[ \frac{\exp(V^w_i(V^r_j)\top)}{\sum_{j=0}^{N_r} \exp(V^w_i(V^r_j)\top)} \right] V^r_j.\]

We extract an updated visual graph from the heterogeneous graph using node-level and structure-level matching with associate nodes and structure-level correspondence by propagating associated nodes to neighbors.

- **Structure-level reasoning (SLR).** Node level correspondence may focus on semantically similar nodes present in a graphs but not able to preserve the relationship between the nodes which are necessary for connecting the components of a video and the given text. Therefore, we utilize structure-level reasoning to incorporate the relationships present in textual semantics over the visual graphs. Each node is connected to its correlated neighbor nodes. To calculate structure-level reasoning, we take node level matching vectors as input and propagate these vectors to their neighbors along with its graph edges. The matching vector of each node is updated by integrating neighborhood matching vectors using GCN. We use \(K\) kernels to integrate the neighborhood matching vectors. The convolved features \(\hat{a}_i\) are obtained using GCN layer, which is calculated by:

\[\hat{a}_i^w = \left[ \sum_{j \in N_i} A^w_i W_i^1 P_j^w \right]; \cdots; \left[ \sum_{j \in N_i} A^w_i W_K^1 P_j^w \right],\]

\[\hat{a}_i^r = \left[ \sum_{j \in N_i} A^r_i W_i^1 P_j^r \right]; \cdots; \left[ \sum_{j \in N_i} A^r_i W_K^1 P_j^r \right],\]

where \(A^w_i, A^r_i\) is the weighted adjacency matrix of knowledge graph and visual graph. \(N_i\) is the neighborhood of \(i - \text{th}\) node. \(W_k\) are learnable parameters for \(K - \text{th}\) kernel. The GCN layer reflects the correspondence between the connected nodes that preserve the localized structure. The convolved vectors are fed into the fully connected layers. We further concatenate the convolved vectors to jointly consider the fine-grained graph correspondence \(\mathcal{C}\), which is given by:

\[\mathcal{C} = \text{ReLU}(W_{hr}\hat{a}_i^r); \text{ReLU}(W_{hu}\hat{a}_i^w)),\]

where \(\{W_{hr}, W_{hu}\}\) are the learnable parameters. We pass the concatenated graph for global contextual reasoning in the visual semantic reasoning (VSR).

- **Visual Semantic Reasoning (VSR).** This module aims to perform the global reasoning to select the discriminative
saliency information based on the visually and semantically structured information. It also helps to filter out the irrelevant information from the visual region to obtain the final representation from all semantically enhanced region information. We have incorporated the sequence of enhanced semantic and visual regions \( C = \{c_1, \ldots, c_r\} \) into LSTM for the global semantic reasoning. LSTM helps to select information based on the current region data to update its hidden state in the following way:

\[
h_i^g = \text{LSTM}_g(c_t),
\]

where \( h_i^g, c_i^g \) are related to the hidden and cell states of the global semantic reasoning LSTM. We fed the global reasoning data to the decoder module for generating captions.

- **Captioning Decoder.** Our final step is to generate visual and semantic enhanced captions in word-by-word manner based on the video representations. LSTM has a capability of modeling the long-term dependencies. Therefore, we use LSTMs to decode video representations into a caption. We use the global and semantically enhanced region graph-based features to generate the video descriptions using bottom-up attention mechanism (Anderson et al. 2018). For each timestep \( t \), the concatenation of word embedding \( E(y_t) \) and the global reasoning data \( (h_i^g) \) are passed to the attention LSTM. We calculate the word embedding using embedding matrix \( E \) and the \( t-th \) word in a caption, which is represented by \( y_t \).

\[
h_i^{\text{att}}, c_i^{\text{att}} = \text{LSTM}_{\text{att}}([E(y_t); h_i^g; h_i^{g-1}]),
\]

\[
a_i, f_i = W^T_a \tanh(W_{va} f_i + W_{vh} h_i^{\text{att}}),
\]

\[
\alpha_t = \text{softmax}(a_i), \quad \hat{f}_i = \sum_{i=1} \alpha_i f_i,
\]

\[
h_i^d, c_i^d = \text{LSTM}_d([\hat{f}_i; h_i^{\text{att}}; h_i^g]),
\]

where \( h_i^{\text{att}}, c_i^{\text{att}}, h_i^g, c_i^g \) are the hidden and cell state of attention and decoder LSTM. The appearance and motion features \( \{v_a, v_m\} \) are used to attend the saliency representations based on the previous data. \( f_i \) is the \( i-th \) element of the global vector \( F \) (using Eq. (1)). \( \{\text{softmax}(\cdot), \tanh(\cdot)\} \) denote softmax and tanh activation. We fed the attended features with global contextual reasoning \( h_i^g \) to decode LSTM for the caption generation. Further, we decode the obtained hidden state \( h_i^d \) to generate word probability \( p \):

\[
p(y_t|y_{1:t-1}) = \text{softmax}(W_p h_i^d + F + b_p),
\]

where \( W_p, b_p \) are the learnable parameters. We predict \( y_t \), i.e., \( t-th \) word in presence of \( y_{1:t-1} \) previous words.

- **Loss Functions.** We train our model in a end-to-end manner by learning the captioning decoder. Given a video \( V \) and its corresponding annotations \( Y \) of length \( L \), we compute the overall loss for \( N \) samples. Our main objective is to optimize the captioning loss by utilizing cross-entropy. The loss function is formulated by:

\[
L_{\text{cross}} = - \sum_{i=1}^N \log P(Y^i|V^i) + ||\theta||^2_2,
\]

\[
P(Y|V) = \prod_{t=1}^L P(y_t|y_{1:t-1}, V).
\]

We use L2 regularization as a penalty for DNN learnable parameters to prevent our network from overfitting. L2 forces DNN parameters toward taking relatively small values.

**Experimental Results.**

- **Datasets and Evaluation Metrics.** We briefly discuss the popular datasets and evaluation metrics for VC task. **Microsoft Video description corpus** (YouTube2Text) (Guadarrama et al. 2013) is a benchmark VC dataset which contains 1970 short YouTube clips. There are about 8000 clips description pairs and each video has approximate 10-20 descriptions. We split the data in 1200 clips for training, 100 clips for validation, and 670 clips for testing (Rohrbach et al. 2013). **Microsoft research-video to text** (MSR-VTT) (Xu et al. 2016) is large-scale VC dataset, which consists of 10,000 videos. Each video clip is of average 10-30 seconds duration and has approximately 20 annotation descriptions. It splits into 6513 training, 497 validation, and 2990 testing videos. **VATEX** (Wang et al. 2019b) is a multilingual video description dataset that contains 41,250 videos and 825,000 captions in both Chinese and English. We only use English corpora and follow the specified split: 25,991 videos for training, 3,000 videos for validation, and 6,000 testing videos.

We choose the following popular evaluation metrics: CIDEr (C) (Vedantam, Lawrence Zitnick, and Parikh 2015), BLEU@4 (B4) (Papineni et al. 2002), METEOR (M) (Denkowski and Lavie 2014), and ROUGE-L (R) (Lin 2004). These metrics are highly correlated with human perception. We adopt Microsoft COCO evaluation tool \(^1\) to implement these metrics. All results are calculated in \( \% \) and ‘-’ indicates that the authors do not mention the result.

- **Implementation Details.** In this section, we discuss the details of the preprocessing, training and inference.

○ **Features and Word Processing.** We utilize Inception-ResNetV2 pretrained on ILSVRC-2012 dataset as 2D-CNN features to extract appearance information from 26 frames each of \( 299 \times 299 \times 3 \) spatial size. For 3D-CNN, we use I3D (Carreira and Zisserman 2017) pretrained on Kinetics dataset (Kay et al. 2017) to extract spatio-temporal features from a video. In addition, we adopt Faster-RCNN (Ren et al. 2015) to extract 36 region features for each frame. The dataset sentences are preprocessed by removing punctuation, converting all captions to lowercase, and then tokenizing it. We fix the length of sentence as 26 words, where we truncate the words if size is greater than 26; otherwise, pad zeros. We also add ‘bos’ and ‘eos’ tokens at the beginning and end of each caption, respectively. We use ‘GloVe’ embedding (Pennington, Socher, and Manning 2014) to initialize word embedding representation.

○ **Training Details.** The model is optimized by Adam (Kingma and Ba 2015) with a learning rate of \( 10^{-4} \) which is divided by 10 on every 10 epochs. The exponential decay rate of first and second moment estimate was set to \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \). In our experiments, we consider \( \gamma_1 = 0.5 \) and \( \gamma_2 = 0.5 \). The dimensionality of word embedding for each word in a sentence is initialized with 300 di-

\(^1\)https://github.com/tylin/coco-caption
mension using pretrained ‘GloVe’ (Pennington, Socher, and Manning 2014). We set the hidden size of the LSTM as 512. We train our network for 30 epochs. We utilize NVIDIA Tesla V100 GPU for training the model.

○ **Inference Details.** We remove cross-graph attention module since the captions are unavailable during the inference time (Zhou et al. 2020). Therefore, we only forward the visual graph (VG) to visual-semantic reasoning (VSR) and captioning decoder. We observe that our method still achieves significant performance. We use beam search for final caption generation. The beam search size is set to 5, as proposed in (Wang et al. 2019a). The sentence generation will terminate when the ‘eos’ token generates.

• **Ablation Study.** In this section, we examine the efficacy of our architecture to demonstrate its effectiveness against a set of ablated models.

○ **Effect of different modules.** We validate VSVCap modules on different variants: (a) Base: uses an encoder-decoder architecture in which we use 2D-, 3D-CNN, and object-detection, (b) Base+GC: adds the graph construction module with base architecture. (c) Base+GC+FCGA; adds both GC and fine-grained cross-graph attention (FCGA) to the base, (d) Base+GC+FCGA+VR: is proposed architecture that utilizes all the modules together (VR is Visual Semantic Reasoning). We examine the combination of proposed modules outperform the variant methods, as shown in Table 1.

○ **Analysis of Semantic Graph Paradigms.** Table 2 demonstrate the comparison between different graph paradigms, such as, directed (D), undirected (UD), weighted (W), and unweighted (UW). Our model outperforms traditional encoder-decoder method (Pan et al. 2016) that utilized global features. We use graph-based methods for the feature refine-

<table>
<thead>
<tr>
<th>Models</th>
<th>YouTube2Text</th>
<th>MSR-VTT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B4</td>
<td>M</td>
</tr>
<tr>
<td>Base</td>
<td>42.7</td>
<td>24.1</td>
</tr>
<tr>
<td>Base+GC</td>
<td>57.3</td>
<td>36.1</td>
</tr>
</tbody>
</table>

Table 2: Analysis of different semantic graph paradigms on YouTube2Text and MSR-VTT datasets.

<table>
<thead>
<tr>
<th>Models</th>
<th>YouTube2Text</th>
<th>MSR-VTT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B4</td>
<td>M</td>
</tr>
<tr>
<td>UD+UW</td>
<td>52.1</td>
<td>31.2</td>
</tr>
<tr>
<td>UD+W</td>
<td>58.3</td>
<td>36.3</td>
</tr>
<tr>
<td>D+UW</td>
<td>55.1</td>
<td>35.0</td>
</tr>
<tr>
<td>D+W</td>
<td>60.9</td>
<td>38.2</td>
</tr>
</tbody>
</table>

Table 3: Impact of different number of kernels in GCN layer on YouTube2Text and MSR-VTT datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Relevancy</th>
<th>Coherence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq2Seq (Yao et al. 2015)</td>
<td>0.5043</td>
<td>0.6938</td>
</tr>
<tr>
<td>POS-CG (Wang et al. 2019a)</td>
<td>0.7858</td>
<td>0.8053</td>
</tr>
<tr>
<td>VSVCap</td>
<td>0.9095</td>
<td>0.8821</td>
</tr>
</tbody>
</table>

Table 4: Results of Human Evaluation.

layer (Eq. 10). We conclude that 8 layers are adequate for extracting salient neighborhood features in our network.

• **Human Evaluation.** We asked the human evaluators to rate the predicted captions on two aspects, i.e., relevancy and coherence of a generated sentence, as suggested in (Aafaq et al. 2019b; Zhao, Wu, and Luo 2021). Relevance states how much generated caption is related to the given captions. Coherence scores on the basis of fluency, logic, and readability for the predicted captions. Each rating aspect is graded in a range of 0 to 1 (higher scores are better). We randomly choose 500 captions generated by SOTA methods from the testing set. Table 4 shows average scores.

• **Quantitative Analysis.** Figure 3 shows the qualitative results for VSVCap. Seq2Seq (Yao et al. 2015) generate monotonous captions that bear rewording of training corpus. Our captions comply with a visual and semantic reasoning graph and generate enhanced captions that contain key components and relationships present in a video. In the first sample of Figure 3, our model not only recognizes ‘man’, ‘violin’ and ‘woman’ but also accurately pairs the relationship between ‘man’ with ‘playing violin’ as well as ‘woman’ with ‘singing’. Similarly, in the second sample, model accurately identifies ‘man’ , ‘chair’, and ‘phone’ objects present in a video with correct relations of ‘talking’ and ‘sitting’. Generated captions contain pivotal objects and correct relationship that generate better captions than Seq2Seq. It can be observed that our model not only accurately recognizes key semantics but also generate more accurate and semantically enhanced captions for all type videos.

• **Quantitative Analysis.** To demonstrate the effectiveness of the proposed approach, we show comparative results between the VSVCap and SOTA methods on YouTube2Text, MSR-VTT, and VATEX datasets, as shown in Table 5. We limit the feature extractors within IRV2, I3D, and object detection as much as possible for fair comparison. We use cross-entropy loss as training strategy for variants. It is observed that our model achieves the better performance across ‘B4’ and ‘M’ due to the fine-grained cross-graph attention mechanism. Our model outperforms traditional encoder-decoder method (Pan et al. 2016) that utilized global features. We use graph-based methods for the feature refine-
<table>
<thead>
<tr>
<th>Methods</th>
<th>YouTube2Text</th>
<th>MSR-VTT</th>
<th>VATEX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B4</td>
<td>M</td>
<td>R</td>
</tr>
<tr>
<td>HRNE (Pan et al. 2016)</td>
<td>46.7</td>
<td>33.9</td>
<td>-</td>
</tr>
<tr>
<td>RecNet (Wang et al. 2018)</td>
<td>52.3</td>
<td>34.1</td>
<td>69.8</td>
</tr>
<tr>
<td>DS-RNN (Xu et al. 2018)</td>
<td>53.0</td>
<td>34.7</td>
<td>65.9</td>
</tr>
<tr>
<td>CAM-RNN (Zhao, Li, and Lu 2019)</td>
<td>42.4</td>
<td>33.4</td>
<td>54.3</td>
</tr>
<tr>
<td>POS-CG (Wang et al. 2019a)</td>
<td>52.5</td>
<td>34.1</td>
<td>72.1</td>
</tr>
<tr>
<td>OA-BTG (Junchao and Peng 2019)</td>
<td>56.9</td>
<td>36.2</td>
<td>-</td>
</tr>
<tr>
<td>GRU-EVE (Aafaq et al. 2019a)</td>
<td>47.9</td>
<td>35.0</td>
<td>71.5</td>
</tr>
<tr>
<td>POS+VCT (Hou et al. 2019)</td>
<td>52.8</td>
<td>36.1</td>
<td>71.8</td>
</tr>
<tr>
<td>CAM-RNN (Zhao, Li, and Lu 2019)</td>
<td>46.5</td>
<td>33.5</td>
<td>69.4</td>
</tr>
<tr>
<td>TDAM (Xiao and Shi 2020)</td>
<td>54.0</td>
<td>36.1</td>
<td>72.3</td>
</tr>
<tr>
<td>PMI-CAP (Chen et al. 2020b)</td>
<td>54.6</td>
<td>36.4</td>
<td>-</td>
</tr>
<tr>
<td>ORG-TRL (Zhang et al. 2020b)</td>
<td>54.3</td>
<td>36.4</td>
<td>73.9</td>
</tr>
<tr>
<td>SibNet (Liu, Ren, and Yuan 2020)</td>
<td>54.2</td>
<td>34.8</td>
<td>71.7</td>
</tr>
<tr>
<td>DSD-3DS SEM (Shekhar et al. 2020)</td>
<td>50.1</td>
<td>34.7</td>
<td>73.1</td>
</tr>
<tr>
<td>SMAN (Zheng et al. 2022)</td>
<td>52.5</td>
<td>35.0</td>
<td>72.4</td>
</tr>
<tr>
<td>SGMN (Deng et al. 2022)</td>
<td>54.3</td>
<td>35.3</td>
<td>72.2</td>
</tr>
<tr>
<td>VSVCap</td>
<td>60.9</td>
<td>38.2</td>
<td>75.3</td>
</tr>
</tbody>
</table>

Table 5: Comparison between the proposed model and state-of-art methods on YouTube2Text, MSR-VTT, and VATEX datasets. 

GT: {‘a man is playing a violin on a stage’, ‘the man played the violin while the lady sang’} 

Objects: man, violin, woman Verb: playing, singing

Seq2Seq: ‘a man is playing violin’

VSVCap: ‘a man is playing violin and woman is singing on stage’

GT: {‘two boys are talking on the phone’, ‘a young man is sitting in a chair talking on the phone’} 

Objects: phone, man, chair Verb: talking, sitting

Seq2Seq: ‘a man is talking on phone’

VSVCap: ‘a boy is sitting on chair and talking on phone’

Figure 3: Qualitative results of the VSVCap. The first row shows the extracted frame. Objects and Verb shows the respective object and verbs present in a video. GT denote the ground-truth captions.

Conclusion

This paper introduces a novel video captioning approach to generate human-like captions based on visual and semantic information. It uses a graph construction module to generate weighted visual regions and semantic knowledge graphs for a given video and its available captions. We matched these graphs to get the highlighted visual graphs that reflect the importance of each relation between nodes based on their weights. The obtained region graph helps to decompose the complex visual graph into a global reasoning graph that contains important semantic video components and structured them based on their relationship. The visual semantic reasoning graph is finally passed to captioning decoder to decode the graph and generate visually and semantically enhanced captions. The proposed network is superior to existing methods in generating highly appropriate captions with more grounded and structured information.
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