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Abstract

Survival prediction based on whole slide images (WSIs) is a
challenging task for patient-level multiple instance learning
(MIL). Due to the vast amount of data for a patient (one or
multiple gigapixels WSIs) and the irregularly shaped prop-
erty of WSI, it is difficult to fully explore spatial, contextual,
and hierarchical interaction in the patient-level bag. Many
studies adopt random sampling pre-processing strategy and
WSI-level aggregation models, which inevitably lose criti-
cal prognostic information in the patient-level bag. In this
work, we propose a hierarchical vision Transformer frame-
work named HVTSurv, which can encode the local-level rel-
ative spatial information, strengthen WSI-level context-aware
communication, and establish patient-level hierarchical in-
teraction. Firstly, we design a feature pre-processing strat-
egy, including feature rearrangement and random window
masking. Then, we devise three layers to progressively ob-
tain patient-level representation, including a local-level in-
teraction layer adopting Manhattan distance, a WSI-level
interaction layer employing spatial shuffle, and a patient-
level interaction layer using attention pooling. Moreover,
the design of hierarchical network helps the model become
more computationally efficient. Finally, we validate HVT-
Surv with 3,104 patients and 3,752 WSIs across 6 can-
cer types from The Cancer Genome Atlas (TCGA). The
average C-Index is 2.50-11.30% higher than all the prior
weakly supervised methods over 6 TCGA datasets. Ablation
study and attention visualization further verify the superior-
ity of the proposed HVTSurv. Implementation is available at:
https://github.com/szc19990412/HVTSurv.

Introduction

In computational pathology, survival prediction based on gi-
gapixels whole slide images (WSIs) is a weakly supervised
learning (WSL) task involving local-level tumor microenvi-
ronment interactions (Chen et al. 2021b), WSI-level tumor-
related tissue interactions (Abbet et al. 2020) and patient-
level heterogeneous tumor interactions (Carmichael et al.
2022). Multiple instance learning (MIL) is usually adopted
to tackle such a WSL problem (Shao et al. 2021b,a). How-
ever, bag-based representation learning in MIL still remains
an open and challenging problem.
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Figure 1: Application of MIL in WSIs-based tasks. There is
only one WSI-level bag for the WSI-level MIL, where the
WSI-level label is known, and the patch-level label is un-
known. For the patient-level MIL, there are one or more than
one WSI-level bags where the patient-level label is known,
but neither the WSI-level nor patch-level label is unknown.

Different from natural images, WSIs have the property of
high-resolution and wide field of view (Srinidhi, Ciga, and
Martel 2021), so the aggregation of bag-level representation
will impose a great demand on computational complexity.
In addition, different from the WSI-level MIL problem, as
shown in Fig. 1, survival prediction based on WSIs is a
patient-level MIL problem (Fan et al. 2021). Since the tu-
mor may have a composite tissue structure, multiple WSIs
are usually collected for patient diagnosis. Therefore, in sur-
vival prediction, we have to face two dilemmas: 1) multi-
ple WSIs inevitably lead to linearly multiplied data volume;
2) the aggregation of multiple WSI-level bags for a patient.

For the aggregation of the WSI-level bag, the risk infor-
mation in survival prediction is often reflected in a series
of histological patterns corresponding to disease progres-
sion. For example, the local-level co-localization of tumors
and lymphocytes (Shaban et al. 2019) and the WSI-level
metastatic distribution of sentinel lymph nodes (Kim et al.
2020) have been shown to correlate with prognosis. There-
fore, the spatial and contextual information must be fully
considered in a WSI-level bag. Moreover, for the patient-
level bag, intratumoral heterogeneity will inevitably lead to
diverse tumor microenvironments in different WSIs (Vitale
et al. 2021). So the patient-level contextual information be-
tween instances in different WSI-level bags must be con-
sidered, and these three-level interactions further constitute
hierarchical information in a patient-level bag.



To address the challenges mentioned above, numerous
works are proposed from two majority aspects: 1) compu-
tational cost; 2) spatial, contextual and hierarchical informa-
tion encoding. For the computational cost problem, random-
sample-based methods (Huang et al. 2021b; Di et al. 2022)
and cluster-based methods (Yao et al. 2020; Muhammad
et al. 2021; Shao et al. 2021a) are widely used. By ran-
domly selecting from different clusters, many cluster-based
methods try to include various richer tissue types. However,
a large number of tissue patches are discarded and usually
lack structural information. For the spatial information en-
coding, some GNN-based methods (Wang et al. 2021; Li
et al. 2018; Chen et al. 2021a) adopt the topological struc-
ture to encode neighbor node information in WSI. In addi-
tion, Transformer-based methods (Huang et al. 2021b; Shao
et al. 2021b) adopt trade-off strategies like using the sin-
cos embedding or applying convolution to implicitly encode
location information. However, it is still an unsolved prob-
lem to efficiently encode 2D spatial information over such
high resolution and irregularly shaped WSIs. For the con-
textual and hierarchical information encoding, patch-based
graph convolutional network (Chen et al. 2021a), Nystrom
self-attention (Shao et al. 2021b) and non-local attention (Li,
Li, and Eliceiri 2021) are used to encode WSI-level inter-
actions. There are also other methods (Di et al. 2022; Fan
et al. 2021) hierarchically processing WSI and patient-level
bags to encode hierarchical information. However, limited
by the vast amount of data for patient-level survival predic-
tion, randomly sampled patches are always used in the meth-
ods above, which inevitably lose potential risk information.

In this work, we propose a hierarchical vision Trans-
former for patient-level survival prediction (HVTSurv) that
progressively explores local-level spatial, WSI-level contex-
tual and patient-level hierarchical interactions in the patient-
level bag. The main contributions are as follows:

1) To alleviate high computational complexity, we de-
vise a local-to-global hierarchically processing framework.
Specifically, we leverage the window attention mechanism
to design the local and shuffle window block, which can sig-
nificantly reduce the cost of Transformer. Therefore, we can
take advantage of all the patches in the patient-level bag.

2) We propose a new feature generation method for spa-
tial information embedding, which can fully reflect the local
characteristics in both horizontal and vertical directions. In
addition, we adopt Manhattan distance in the local window
block to measure the local relative position.

3) For the contextual and hierarchical information encod-
ing, we design the local-level, WSI-level and patient-level
interaction layers to hierarchically deal with survival predic-
tion. Besides, we adopt a random window masking strategy
in feature generation to further exploit the advantages of our
hierarchical processing framework.

4) Our HVTSurv significantly outperforms state-of-the-
art (SOTA) methods over 6 public cancer datasets from
The Cancer Genome Atlas (TCGA) with less GPU Mem-
ory Costs. Besides, in the patient stratification experiment,
there is a statistically significant difference (P-Value < 0.05)
over all of the 6 cancer types. Attention visualization further
verifies our conclusion from experiments.
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Related Work
Application of MIL in WSIs

The application of MIL in WSIs can be divided into two cat-
egories. As shown in Fig. 1, MIL tasks in WSIs include WSI
and patient-level MIL. The WSI-level MIL is suitable for
some tasks such as tumor&non-tumor classification. Com-
mon solutions include instance-based methods (Campanella
et al. 2019; Xu et al. 2019; Kanavati et al. 2020; Lerousseau
et al. 2020; Chikontwe et al. 2020) and embedding-based
methods (Tomita et al. 2019; Hashimoto et al. 2020; Naik
et al. 2020; Lu et al. 2021; Hou et al. 2022).

The patient-level MIL is suitable for tasks like survival
prediction that only has patient-level labels. Common solu-
tions include simultaneous processing (Zhu et al. 2017; Yao
et al. 2020; Muhammad et al. 2021; Shao et al. 2021a; Ab-
bet et al. 2020; Wang et al. 2021; Li et al. 2018; Huang et al.
2021b) and hierarchical processing (Chen et al. 2021a; Di
et al. 2022; Fan et al. 2021) of all the WSIs from a patient.
Simultaneous processing methods generally consider all the
WSI-level bags in a patient as one bag. In contrast, the hier-
archical processing methods first aggregate features in the
WSI-level bag and then further aggregate different WSI-
level bags in the patient-level bag. In general, hierarchical
processing methods have the potential to more effectively
model the spatial information in the WSI-level bag and con-
textual and hierarchical information in the patient-level bag.

Application of WSIs for Survival Prediction

For the application of WSIs in survival prediction, a two-
stage framework is widely used to predict patient hazard
scores: 1) sampling and encoding patches; 2) patch features
aggregation. In the first stage, constrained by limited com-
puting resources, clustering and random sampling methods
(Zhu et al. 2017; Yao et al. 2020; Muhammad et al. 2021;
Shao et al. 2021a) are widely used to select representative
tissue phenotypes in WSI. However, these randomly sam-
pled patches are not context-aware and lost the interactions
between cells and tissue types, which are prognostic for pa-
tient survival prediction.

In the second stage, many CNN based, GNN based and
Transformer based methods are used. Both Yao et al. (Yao
et al. 2020) and Shao et al. (Shao et al. 2021a) use a small
CNN network to aggregate the sampled feature. However,
CNN-based methods have inherent limitations in modeling
global topological information. For the GNN-based method,
Chen et al. (Chen et al. 2021a) formulate WSIs as a graph-
based data structure to obtain hierarchical representations.
Wang et al. (Wang et al. 2021) emphasize the tumor mi-
croenvironment graph construction. Di et al. (Di et al. 2022)
propose a big-hypergraph factorization neural network to
obtain the high-order representations. However, the network
depth limitation brought by a large amount of data makes
GNN more challenging to encode WSI-level information.
For the Transformer based method, Huang et al. (Huang
et al. 2021b) adopt 2D sin-cos position encoding and Trans-
former encoder blocks to obtain the bag-level feature. There
is still room for improvement in position encoding and fea-
ture aggregation to this method.
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Figure 2: Overview of the proposed pipeline. For all WSIs in a patient, we first segment and slice all the tissue patches and
use an ImageNet pre-trained ResNet50 to extract each patch as a 1024-dimensional feature vector. Then we adopt the feature
rearrangement to ensure that, after window partition, patch features in the same window are adjacent in the rearranged feature
sequence. Besides, we apply a random window masking strategy to split a WSI bag into m sub-WSI bags to increase the
robustness of the model for tumor heterogeneity. Next, we use the generated features to perform the aggregation. For each WSI,
local-level interaction layer will first encode local spatial information. And then, spatial shuffie is applied to make the model
carry out similarity computation for features in different local windows. Finally, all the WSI-level features will be concatenated
to perform the attention pooling, and we use the patient-level representation to predict the patient’s hazard risk. The bottom is
the overview of the local window block and shuffle window block. In the local window block, we add relative position bias
to the self-attention calculation, and the distance is measured using the Manhattan distance. In the shuffle window block, we
shuffle the patient feature in the different local windows and then perform the window partition and self-attention calculation.

Method patient observation time will be attributed to an interval as:
Considering a set of NV patients X;, fori = 1,..., N, each T, =kiff T; € [tr,trs1). €))
patient X; has one or multiple WSIs, we have follow-up la- ) . )
bel (T}, C;), where T; stands for observation time and C; Therefore, for each patient, the COIththItal hazard prgbabtl-
stands for survival status. The binary status C; € {0,1} in- ity h(k | X;) can be defined as its failure probability in
dicates whether T; is a survival time (C; = 0) or a right- interval [t, tj41):
censored time (C; = 1). Our task is to predict the survival hk|X;) = P(T; =k | T; > k,X,). )
probability based on all the WSIs for each patient. The ac- -
curacy is measured by the consistency between the sorted Survival probability S(k | X;) can be defined as its obser-
survival probability and sorted follow-up label sets. vation probability at least to the end of interval [ty tx11):

To better perform survival prediction, the discrete-time X

survival model (Vale-Silva and Rohr 2021; Chen et al. 2022)
is used in this paper. Briefly, we subdivide the survival Stk | Xi) = P(T; > k| Xq) = H(l —h(s | Xq)). 3)
time scale into n intervals: [to,t1),..., [tn_1,tn), Where s=1
t1,...,tn—1 define the evenly divided points of survival Since each patient label is known, while neither WSIs la-
times for uncensored patients and ¢ty = 0,¢,, = oo. Each bel nor patches label is unknown, survival prediction is a
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WSL problem, which can be solved by the MIL methods. To
better predict h(k | X;) from the patient-level bag, as shown
in Fig. 2, we propose a Transformer-based framework which
is composed of feature generation and feature aggregation.

Feature Generation

We first convert patches to features in WSI processing. Then,
we adopt feature rearrangement to maintain the local 2D rel-
ative position in rearranged features. Finally, we employ the
random window masking to further strengthen the contex-
tual and hierarchical interactions in feature aggregation.

WSI processing WSIs have gigapixels and often contain
many blank regions. We follow the CLAM (Lu et al. 2021)
processing steps to remove the background regions, and then
cut out 256256 images at 20x resolution (0.5 pm/pixel).
A ResNet50 model pre-trained on ImageNet is employed to
embed each patch in a 1024-dimensional feature vector.

Feature rearrangement In patient-level survival predic-
tion, a patient may correspond to multiple WSIs. To relieve
computational cost, we employ the window attention mech-
anism (Liu et al. 2021). Limited by irregularly shaped prop-
erty of WSI, previous raster scanning method will inevitably
lose correct 2D spatial information. To better reflect the lo-
cal characteristics in both horizontal and vertical directions
within a window, a feature rearrangement method is pro-
posed to ensure the closeness in both directions of the 2D
space after the window partition. The specific implementa-
tion is shown in Algorithm 1, and the Euclidean distance is
used in the HNSW (Malkov and Yashunin 2018). We also
present qualitative and quantitative experimental results in
Appendix Fig. 1 and Appendix Fig. 2, respectively.

Algorithm 1: Feature rearrangement

Input A WSI-level bag H; = {h;1,...,h;p}, where
hi; € R? is the embedding of the jth instance, H; €
R%*?. Corresponding coordinates Z; = {2z 1,...,zi},
where z; ; € R? is the original coordinate of the jth in-
stance in WSI, Z; € R2*?. Window size w.

Output Rearranged features H, € R4*B,
by < [2] xw—b > Padding width
B+—b+1, > Length after padding
H, + ReflectPadding (H;, width = (| %], b, — [%]))
Z, + ReflectPadding (Z;, width = ([ % ],b, — [%]))
Z, < Z,/256 > Scale the original coordinates

Zs + [Zs — (Tmin, Ymin)] + 1 > (z,y) is the coordinate

Initialize H, as

foridz € [0: B:w]do

> Select the w features closest to z 1 in Z, including
z,1 itself

select_idx < Hnsw. query (z; 1, topn =w)

> Add the w closest features to the new array

H, «+ H, + H; [select _idz]

H, «+ H; — H[select_idx]

Zg +— 75 — Zg[select idx]
end for

> Delete selected h
> Delete selected z

Random window masking To increase the robustness of
the model for tumor heterogeneity and further exploit the ad-
vantages of our hierarchical processing framework, we pro-
pose a random window masking strategy. A WSI bag will be
further split into several sub-WSI bags. Inspired by the su-
perpixel sampling strategy (Bian et al. 2022), we sample at
the window level to maintain 2D spatial information in each
local window. Specifically, we perform m random window
sampling for the rearranged feature sequence. A WSI feature
is divided into m sub-WSIs for subsequent feature aggrega-
tion. To avoid adding additional computational burden, the
feature number of each sub-WSl is 1/m of the original WSI.

Feature Aggregation

To better encode the spatial, contextual and hierarchical in-
formation in the patient-level bag, we propose a hierarchical
vision Transformer named HVTSurv to perform feature ag-
gregation in the patient-level bag. The HVTSurv is mainly
composed of three layers, including the local-level, WSI-
level and patient-level interaction layer. In our paper, local-
level means patch features within the same window, WSI-
level means patch features from different local windows
within a sub-WSI, and patient-level means patch features
from different sub-WSIs within a patient. The overview of
proposed three interaction layers is shown in Fig. 2.

Local-level interaction layer To encode local spatial in-
formation in each WSI, we design a local-level interaction
layer. Due to the irregularly shaped property of WSIs, the
local windows usually appear irregularly shaped. In our intu-
itive experience, the distance information in the local space
always contains more near range spatial structure informa-
tion than the direction information in WSI. So in this pa-
per, we use the Manhattan distance to encode the relative
position information between different patches in each win-
dow. The 2D spatial information between different patches
is consequently reduced to 1D distance information. Simi-
lar to the relative position encoding method used in Swin-
Transformer (Liu et al. 2021), a learnable matrix B is used
to learn the embedding of different distances, which is com-
bined with the self-attention (SA). In the local window
block, the self-attention (Liu et al. 2021) corresponding to
each head in computing similarity can be defined as:

K" +B
SAjpca = softmax <Q\/g> , 4)

where Q € R¥*4 K € R¥*4, B € R”*X" is the relative
position bias, and values in B are taken from B, with w
being the number of patch features in a window.

A segmented Manhattan distance is used to make the
model more sensitive to short rather than long distances. In-
spired by the method in (Wu et al. 2021), the expression of
the piecewise function is defined as follows:

(1l ol <
I = min ()\7 [a + liln((‘fyl/aa)) (8- 2a)D .zl >«
&)




where [] is a round operation, «, 3, A, 7 are all hyper-

parameters and we parameterize a learnable matrix B €
R(2A+1)xhead for a1 heads.

WSI-level interaction layer To encode WSI-level long-
distance contextual information, we design a WSI-level in-
teraction layer. We adopt the spatial shuffle method so the
patch features from different regions in a WSI-level bag
can be used for similarity computation in the same window.
Specifically, for each WSI-level bag after the local-level in-
teraction layer, we spatially shuffle the feature sequence be-
fore dividing the window and calculating the window atten-
tion. It should be noted that in the self-attention calculation,
we do not add spatial information. For the spatial shuffle
algorithm, we use the shuffle method noted in (Huang et al.
2021a). In shuffle window block, the self-attention (Vaswani
et al. 2017) corresponding to each head in computing simi-
larity can be defined as:
QK )

\/& bl

where Q € R¥*? K € R¥*4, with w being the number of
patch features in a window.

T

SAhufe = softmax < (6)

Patient-level interaction layer To further explore the hi-
erarchical information from the WSI to the patient level, we
design a patient-level interaction layer focusing on global
contextual interaction across the entire patient-level bag.
Specifically, we first concatenate all sub-WSI features cor-
responding to a patient, and then an attention pooling layer
(AttnPool) is used to obtain patient-level representation
hpatient to estimate the patient’s hazard risk h(k | X;).
Specifically, AttnPool can be defined as:

exp {U (tanh (Vhy))}
S5, exp{U (tanh (Vh;))}’

agz

G (7N
hpatient = Z aghgv
g=1

where U € R¥4 'V ¢ R% X4 with d), being the dimen-
sion of hidden layer, G is the number of patches in a patient.

To optimize the model parameters, we adopt the log like-
lihood function (Zadeh and Schmid 2020; Chen et al. 2022)
as loss function. For an uncensored patient (C; = 0) with
failure in interval [t, tx1), the likelihood can be calculated
as the survival probability in [tq, ¢ ) multiplied by the failure
probability in [tg, txy1):

luncensored = h(k | X?)S(k -1 | X?) (8)
For a censored patient (C; = 1) with censored in interval

[tk,tk+1), the likelihood can be calculated as the survival
probability in [tg, t511):

Leensored = S(k | X5). 9
Finally, the loss function can be defined as:
L=-C;logS(k|X;)
—(1-C)logS(k—1|X;) (10)

—(1-C)logh(k | X;).
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Cancer Type | Patient WSI Censored’ Time (month)?
BLCA 373 437 0.547 163.2
BRCA 956 1,022 0.864 282.7

CO&RE 339 344 0.764 147.9
GB&LG 519 895 0.690 211.0
LUAD 452 514 0.650 238.1
UCEC 465 540 0.837 225.5

! The ratio of censored patients in the dataset.
2 The longest survival time of patients in the dataset.

Table 1: Datasets Summary

Experimental Results
Datasets

We closely follow the data settings of PatchGCN (Chen
et al. 2021a). Five public cancer types from TCGA are
adopted: Bladder Urothelial Carcinoma (BLCA), Breast
Invasive Carcinoma (BRCA), Glioblastoma&Lower Grade
Glioma (GB&LG), Lung Adenocarcinoma (LUAD), Uter-
ine Corpus Endometrial Carcinoma (UCEC). We take gas-
trointestinal tract cancer type into our experiment for
a comprehensive comparison: Colon&Rectal Adenocarci-
noma (CO&RE). Six public cancer datasets include 3,104
patients and 3,752 H&E diagnostic WSIs, whose specific in-
formation is summarized in Table 1.

Evaluation Metric and Implementation Details

This paper uses Concordance Index (C-Index) and Ka-
plan—-Meier (KM) estimator with a Log-rank test for evalua-
tion metrics. For the dataset partition, we adopt 4-fold cross-
validation. For WSIs and follow-up labels, we follow the
PatchGCN processing step. For the parameters and training
of HVTSurv, the window size is 49, the number of sub-WSIs
is 2, and the survival loss function Eq.(10) is adopted with
the training batch size being 1. More details are in Appendix.

Results and Discussion

Performance comparisons for all methods are summarized
in Table 2 and Appendix Fig. 3, including C-Index scores,
P-Values and KM analysis. We also compare computa-
tional efficiency in Appendix Table 1. For the 4-fold cross-
validation C-Index results in Table 2, we present it as
“average C_Indexstandard devialion”' “TCGA-Mean” represents
the average C-Index scores on the 6 TCGA datasets. Be-
sides, we bold the best and underline the second best.
Compared with WSI-level MIL methods such as DSMIL
and TransMIL, the results of patient-level MIL methods in-
cluding PatchGCN and HVTSurv show that hierarchically
aggregating the patient-level features can make a better sur-
vival prediction. Compared with random sampling methods
such as DeepAttnMISL and SeTranSurv, HVTSurv adopts
the hierarchical processing framework that can handle more
patch features. Moreover, local spatially correlated windows
obtained by the feature rearrangement can help to achieve
significantly better results. Compared with Transformer-
based methods such as TransMIL, SeTranSurv, and ESAT,
convolutional based and sin-cos based position encoding



BLCA BRCA  CO&RE GB&LG  LUAD UCEC | Mean

AMIL[1] 0499015  0.571ggr  0.54303s  0.756,;,  0.548063  0.561 060 | 0.580
DSMIL([2] 0.530.064  0.575l,c  0.571ggs  0.7347,,  0.562%,, 0612, | 0.597
TransMIL([3] 0.572 091 0.548067  0.588%.,  0.748% .. 0519057  0.616',, | 0.599
ESAT[4] 0.5620,;,  0.516035  0.562097  0.489030  0.533031  0.463 936 | 0.521
DeepAttnMISL[5] | 0.49104  0.571%,, 053603  0.697' ..  0.561045 0.576/., | 0.572
SeTranSurv[6] 0.549010  0.547051  0.53603s  0.68275,  0.560%,,  0.601%4 | 0.579
DeepGraphSurv[7] | 0.535047  0.570%.,s  0.585%.s  0.737' .  0.569,, 0.580"., | 0.596
PatchGCN([8] 0.544. 019  0.568',, 05997 07437 05670,  0.6324, | 0.609
HVTSurv 0.579',,, 0.614',,.  0.606',, 0779, 05841 .  0.643' . | 0.634

Table 2: Comparison of C-Index performance in TCGA. (“1” denotes P-Value <0.05) [1] (Chen et al. 2022), [2] (Li, Li, and
Eliceiri 2021), [3] (Shao et al. 2021b), [4] (Shen et al. 2022), [S] (Yao et al. 2020), [6] (Huang et al. 2021b), [7] (Li et al. 2018),
[8] (Chen et al. 2021a)

BLCA BRCA CO&RE GB&LG LUAD UCEC | Mean
0.579 g1 0.603%,5 0.5651c 0.76715, 0.552.034 0.610', | 0.613
0.582, , 0.599% ., 0599 . 0.776',, 0.564%,. 06347, | 0626
w/o local-level interaction layer | 0.579 5;; 0.575 970 0.592%98 0.765%19 0.579%08 0.638T()4() 0.621
w/o WSI-level interaction layer | 0.536 970 0.599%,s 0.578 057 0.785',55 0.582',, 0.6247,, | 0.617
w/o patient-level interaction layer | 0.573%,, 0.593%,, 0.5917,. 0.779%,, 0.556%,, 0.643',. | 0.622

HVTSurv 0.5797,, 0.614'.. 0.6067,,, 0.7797,,, 0.5841 . 0.6437 . | 0.634

w/o position encoding
w/o spatial shuffle

Table 3: Effect of different modules and major components in HVTSurv. (“1” denotes P-Value <0.05)

BLCA BRCA CO&RE GB&LG LUAD UCECMean

BLCA BRCA CO&RE GB&LG LUAD UCEC|Mean

25[0.585 0.578" 0.6017 0.7697 0.5887 0.6387]0.626
36 (0.576" 0.595T 0.6047  0.7607 0.572" 0.642]0.625
64 10.5811 0.603" 0.571 0.777" 0.574% 0.6357]0.624
810.588" 0.598" 0.569" 0.774" 0.553" 0.6277|0.618
49110.5791 0.6147 0.606" 0.779" 0.584" 0.6437|0.634

1]0.5847 0.607T 0.581 0.778" 0.5757 0.6317(0.626
310.5857 0.601T 0.586 0.7737 0.586' 0.6381]0.628
410.5827 0.618" 0.590 0.774T 0.567T 0.6337(0.627
510.580 0.613" 0.597 0.775" 0.580" 0.639]0.631
2110.579" 0.6147 0.606" 0.779" 0.584" 0.643"(0.634

! In our paper, we use a window size of 49.

Table 4: Effect of different window size in HVTSurv. (“1”
denotes P-Value <0.05)

schemes pay more attention to global spatial information,
which inevitably loses local prognostic information. HVT-
Surv creatively adopts the Manhattan distance to represent
the relative position in the local window, which can correctly
and effectively encode local prognostic information. Com-
pared with GNN-based models such as DeepGraphSurv and
PatchGCN, different from simply increasing model depth,
HVTSurv adopts spatial shuffle for all the local windows,
which can encode WSI-level interaction more efficiently.
Compared with other methods in computational efficiency,
HVTSurv benefits from the window attention method and
has more efficient GPU Memory Costs in patient-level MIL
task. Compared with other methods in Log-rank test, binary
experiments show that low and high-risk patients have a sta-
tistically significant difference (P-Value < 0.05) over 6 can-
cer types. In summary, the average C-Index is 2.50-11.30%
higher than all competitive models over 6 TCGA datasets.

! In our paper, we sample 2 sub-WSIs for each WSI fea-
ture. The masking ratio for each WSI feature is 0.5.

Table 5: Effect of different sub-WSI numbers for the random
window masking strategy. (“1” denotes P-Value <0.05)

Ablation and Effectiveness Analysis

We further conduct a series of ablation studies to determine
the contribution of different modules and major components
in HVTSurv and test the parameters used in this paper. We
use the average C-Index score to measure the performance.

In Table 3 and Appendix Table 2, we test the effect of
different modules, major components and different model
structures in HVTSurv. The results show that both posi-
tion encoding and spatial shuffle play a significant role in
improving the performance of the model. WSI is a high-
resolution and irregularly shaped image after background
removal, it is hard to directly encode accurate contextual
interaction in the WSI-level bag. So we devise a two-step
approach, i.e., local position encoding and WSI-level spa-
tial shuffle. Local accurate spatial information is an essen-
tial basis for global information encoding, we find it has
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Figure 3: Visual analysis of attention in three interaction layers. The doctor-annotated cancer areas are shown in dark red.
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Figure 4: Tissue classification results of highly concerned
patches in CO&RE. For clarity, we show the number
of patches for tumor-associated tissues including cancer-
associated stroma (STR) and colorectal adenocarcinoma
epithelium (TUM). “Low/High-local/shuffle/Attn” repre-
sents the number of patches for three interaction layers in
low/high-risk patients, respectively.

a more significant effect on the performance improvement.
Besides, we also perform ablation experiments on the three
major components. In most cancers, combining the three in-
teraction layers can better encode the spatial, contextual and
hierarchical information in the patient-level bag. Due to the
different prognostic features of various cancers, the impor-
tance of each interaction layer is slightly different. BLCA
and UCEC are two similar cancer types whose prognosis
depend more on global-level features such as the depth of
tumor invasion in the myometrium and bladder wall, so the
WSI-level interaction layer plays a more critical role in these
cancer types. In Table 4, we test the effect of different win-
dow sizes in HVTSurv, we find that a moderate window size
can help the model to learn the spatial interaction within
the window more accurately and efficiently. Moreover, a
relatively small window size can fully utilize the window
method’s high computational efficiency. In Table 5, we test
the effect of different sub-WSI numbers for the random win-
dow masking strategy, it can be found that the training strat-
egy of random window masking can help the model better
adapt to the heterogeneity of cancer. Moreover, dividing a
WSI into multiple sub-WSIs can further exploit the advan-
tages of our hierarchical processing framework.

2215

Interpretability and Attention Visualization

We further explore the interpretability of our HVTSurv
model in the slide level and patch level, whose results are
shown in Fig. 3 and Fig. 4, respectively. The details are in
the Appendix. In Fig. 3, the attention to the three major com-
ponents is gradually extended from local low-level informa-
tion to global high-level information, such as cancer-related
regions. Benefiting from the hierarchical network, the recep-
tive field of the model can gradually become larger, then the
hierarchical information in the patient-level bag can be fully
explored. Besides, in Fig. 4, we show the number of tumor-
related patches in the high attention score area, which fur-
ther explains from patch level statistical result for the whole
CO&RE dataset. HVTSurv adopts a hierarchically designed
network structure encoding interactions from local-level to
WSI-level and further to patient-level, which can gradually
discover the critical prognostic tissues like tumor-related tis-
sues STR and TUM. We can also find that for high-risk pa-
tients, the number of tumor-related patches has significantly
increased, which has been medically proven to be related to
the prognosis of colorectal cancer (Abbet et al. 2020).

Conclusion

In this work, we propose a hierarchical Vision Trans-
former named HVTSurv that progressively explores local-
level spatial interaction, WSI-level contextual interaction
and patient-level hierarchical interaction in the patient-level
survival prediction. Hierarchical processing framework ef-
fectively reduces the computational cost, which is suitable
for patient-level MIL tasks. Inspired by this, we propose the
local and shuffle window block to progressively obtain the
WSI-level representation and an attention pooling layer to
get patient-level hazard risk. Besides, we design feature pre-
processing strategies, including feature rearrangement and
random window masking to explore spatial, contextual, hier-
archical information better. Compared to SOTA methods, we
achieve a better average C-Index over the 6 TCGA datasets,
with a performance gain of 2.50%. In KM analysis and Log-
rank test, the low and high-risk patients have a statistically
significant difference over 6 TCGA cancer types. In the abla-
tion study, we prove that adopting Manhattan distance based
position encoding and spatial shuffle based long-range in-
teraction can obtain better representation. Moreover, the ab-
lation results of three interaction layers demonstrate the ef-
fectiveness of our hierarchical processing framework. The
visualization of attention further confirms our conclusions.
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