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Abstract
Skeleton-based human action recognition and analysis have become increasingly attainable in many areas, such as security surveillance and anomaly detection. Given the prevalence of skeleton-based applications, tampering attacks on human skeletal features have emerged very recently. In particular, checking the temporal inconsistency and/or incoherence (TII) in the skeletal sequence of human action is a principle of forgery detection. To this end, we propose an approach to self-supervised learning of the temporal causality behind human action, which can effectively check TII in skeletal sequences. Especially, we design a multilevel skeleton-based forgery detection framework to recognize the forgery on frame level, clip level, and action level in terms of learning the corresponding temporal-causal skeleton representations for each level. Specifically, a hierarchical graph convolution network architecture is designed to learn low-level skeleton representations based on physical skeleton connections and high-level action representations based on temporal-causal dependencies for specific actions. Extensive experiments consistently show state-of-the-art results on multilevel forgery detection tasks and superior performance of our framework compared to current competing methods.

Introduction
Skeleton-based human action recognition and analysis have seen wide applications in many different areas of industry and academia, in diverse fields ranging from anomaly detection (Markovitz et al. 2020) to imitation learning (Yuan and Kitani 2018; Wang et al. 2019). In recent years, an increasing number of human behavior analysis scenarios are based on skeletal features because it offers several advantages (Morais et al. 2019; Markovitz et al. 2020) compared to pixel-based features: (1) it allows the algorithm to focus on overall poses rather than irrelevant features such as illumination or background clutter; (2) the human skeleton can be represented as a compact graph that makes training and testing much faster compared to high-dimensional pixel features; (3) skeletal features are more friendly and easily transferable to robots for imitation learning.

With the increasing skeleton-based applications, there has been emerging work on the study of direct attacks on skeletal features (Liu, Akhtar, and Mian 2022; Tanaka, Kera, and Kawamoto 2022; Diao et al. 2021). Compared to traditional pixel-based attacks, skeleton-based attacks enable intentional misleading of skeleton recognition systems and result in more severe consequences. For example, intentional manipulation of the skeletal action “walking” to “stop to stand” will mislead a self-driving car equipped with a skeleton-based pedestrian action recognition system. Unfortunately, there is no skeleton-based forgery detection (SFD) method available to our best knowledge.

Current human action recognition methods mainly consider the physical connections between skeleton joints (Yan, Xiong, and Lin 2018; Dang et al. 2021; Li et al. 2020). Johansson (Johansson 1973) showed that human actions could be recognized by only a few tracked points with specific causal continuities. Figure 1 illustrates two types of hu-
man action: throw and clap, where different actions obviously have different trajectory patterns. It is easy to find the reference action clips (a) and (c) have different temporal causalities. As a result, we can conclude $T_4$ is tampered because $C_r ightarrow T_4$ violates the frame-level temporal causality. Moreover, disordering the frames (see (b)) leads to clip-level forgery while the insertion of frames from other actions (see (c)) leads to the action-level forgery. These forgeries will result in temporal inconsistency and incoherence (TII), which can be easily detected by checking if $C_r ightarrow C_l$ violates clip- and action-level temporal causalities.

As the first attempt to tackle the skeleton-based attacks, we propose a temporal-causal SFD network (TC-SFDN) architecture to detect the forgeries at the frame, clip and action levels. We implement this architecture with hierarchical graph convolutional networks (GCNs), where low-level GCNs learn a physical skeleton embedding in terms of a skeletal connection graph while high-level GCNs learn a causal skeleton embedding in terms of a temporal-causal graph that describes logical dependencies for each action. In particular, a group of self-supervised learning (SSL) tasks are designed for multilevel SFD to avoid human labeling.

The main contributions of our work are given as follows:

- This is the first attempt of SFD, which is necessary, significant and timely to deal with the emerging challenge of the increasing skeleton-based attacks.
- We implement TC-SFDN with a hierarchical GCN architecture to learn both low-level skeleton representations based on physical body connections and high-level action representations based on the temporal-causal graph for each action instance.
- A group of SSL tasks are designed to efficiently train TC-SFDN for multilevel SFD.
- Extensive experiments are performed on two real-world datasets. Our method significantly outperforms state-of-the-art baseline models in all evaluation cases.

**Related Work**

Since there is no SFD method yet available, we briefly review conventional pixel-based forgery detection methods, and then we present the workaround for SFD based on current skeleton-based anomaly detection methods.

**Pixel-based Forgery Detection (PFD).** Forgery detection on videos has been studied for more than a decade (Hsu et al. 2008). In recent years, it has attracted more attention due to the prevalence of generative adversarial nets (Goodfellow et al. 2014), especially for video generation (Tulyakov et al. 2018). As a result, there has been increasing demand for PFD (Cozzolino et al. 2021; Javed et al. 2021). However, these PFD methods are built on low-level pixel-based features, which are inapplicable to emerging direct attacks on high-level skeletal features as addressed in this paper.

**Skeleton-based Forgery Detection (SFD).** Although no pre-existing work is available for SFD, there are limited studies in skeleton-based anomaly detection, which can be adapted for workarounds. Markovitz et al. (2020) use a spatial-temporal graph convolutional architecture to learn latent representations of skeletal motion trajectories; the learned representations are then subject to clustering as normal or anomalous. This work aims to distinguish anomalous action instances from normal ones instead of performing SFD within an action clip, as studied in this paper. Morais et al. (2019) propose a skeleton-based anomaly detection model, named MPED-RNN, which decomposes human motion into local and global movement elements. It measures the anomaly scores of skeleton joints in terms of the Euclidean distance between the predictive and real coordinates. Moreover, it applies a max-pooling operator over the anomaly scores of all joints as the frame anomaly score. This work is the most related to ours, and we will show how to adapt it for SFD in the experimental section.

**Temporal Causality Modeling.** Most current human action recognition and prediction methods mainly consider the physical skeleton connections, which are invariant to action classes with various trajectory patterns. To date, there is very limited work (Yi and Pavlovic 2012; Narayan and Ramakrishnan 2014; Tank et al. 2018) considering temporal causality in human action modeling. However, Johansson (1973) has shown that human actions can be recognized by a few tracked points with a specific causality. As a result, temporal causality should be considered as an essential component of detecting forgery from the skeletal trajectories of human actions.

We summarize the gaps in the above approaches to SFD.

- **Pixel-based Approach** (Cozzolino et al. 2021; Javed et al. 2021) is based on low-level pixel features that involve too much irrelevant information to the human action analysis task, which increases the burden on the model training to discriminate between signal and noise. It cannot be applied to skeleton-based applications.
- **Multivariate Time Series (MTS) Approach** (Martinez, Black, and Romero 2017; Barsoum, Kender, and Liu 2017) treats the sequence of multiple joints as a MTS prediction problem. However, it may predict skeleton joints that are inconsistent with the real body structure.
- **Physical Connection-based Approach** (Dang et al. 2021; Li et al. 2020) only models body structures but ignoring the temporal-causal difference between action classes.

**Preliminaries**

**Problem Formalization**

Let us consider SFD tasks on 3D human skeleton trajectories. A sequence $\mathcal{S}^a = \{f_1, \cdots, f_T\}$ w.r.t. human action $a$ consists of $T$ skeleton frames. Each $f_t \in \mathcal{S}^a$ can be described with a graph representation $f_t = \{V_t, E\}$ where $V_t = \{v_1, \cdots, v_j\}$, i.e. $v_j \in \mathbb{R}^3$ is the coordinate vector of joint $j$, and $E = \{e_{ij}((i, j) \in \mathcal{H})\}$ where $\mathcal{H}$ is the set of naturally connected body joints.

Given an action clip, $\mathcal{S}^a = \{f_1, \cdots, f_T\}$, as the reference, this paper aims to build an SFD model that is capable of detecting the following three-level forgeries in the subsequent clip (cf. Figure 1), $\mathcal{S}^f = \{f_{T+1}, \cdots, f_{T+N-1}\}$:

- **Frame-level Forgery**: Misplacing joints in a frame, i.e., a set of joints $\{\mathcal{V}_j\}$ being different from the original coordi-
nates \{v_j\} where \(\tilde{v}_j \neq v_j\), results in an incoherent frame \(\tilde{f}_{T+1}^t\) with \(S_r^u\).
\[ \tilde{f}_{T+1}^t|S_r^u := f_{T+1}^t | f_T^t, \cdots, f_{t-1}^t \ (1) \]

- **Clip-level Forgery**: Changing the order of frames in \(S_t^a\) leads to a tampered sequence:
\[ \tilde{S}_r^a|S_r^u := f_{T+1}, \cdots, f_{T+1-N+1}, \cdots, f_{T+1} | S_r^u \ (2) \]

- **Action-level Forgery**: Involving skeleton frames from another sequence, i.e. \((f_i^b, f_j^b, f_k^b) \subset S_r^b\), of action \(b\) results in an inconsistent action sequence with \(S_r^a\), denoted as
\[ \tilde{S}_t^a|S_r^u := f_{T+1-N+1}^b, \cdots, (f_i^b, f_j^b, f_k^b), \cdots, f_{T+1}^a | S_r^u \ (3) \]

**Temporal-Causal Graph**

As stated in the introduction, the trajectory of a human action follows specific temporal causalities (Narayan and Ramakrishnan 2014; Yi and Pavlovic 2012). To find the temporal causalities between each pair of skeleton joints, we employ transfer entropy (TE) (Schreiber 2000) because it offers some advantages: (1) TE is a model-free approach that avoids high computation cost demanded, such as Granger-causality (Narayan and Ramakrishnan 2014); (2) TE is able to detect statistical dependencies not limited to linear statistics (Schreiber 2000). In general, TE is defined as conditional mutual information with the history of the influenced variable \(x_{t:t+\tau+1}\) in the condition.
\[ T_{X \rightarrow Y} = I(y_{t+1}; y_{t:t-\tau+1} | x_{t:t-\tau+1}) \ (4) \]

In particular, we adopt pseudo transfer entropy (pTE) (Silini and Masoller 2021) to compute Eq. 4 efficiently; pTE assumes that the processes \(X\) and \(Y\) follow normal distributions. Let \(y_{t+1}\) represent the state of process \(Y\) at time step \(t + 1\), and \(y_t = y_{t:t-\tau+1}\) and \(x_t = x_{t:t-\tau+1}\). We compute pTE as in (Silini and Masoller 2021):
\[ T_{X \rightarrow Y} = \frac{1}{2} \log \left( \frac{\Sigma \left( \left| Y_t \right| \left| Y_{t+1} \right| \right)}{\Sigma \left( \left| Y_t \right| \left| X_t \right| \right) \Sigma \left( \left| Y_{t+1} \right| \left| X_{t+1} \right| \right)} \right) \ (5) \]

where \(\Sigma \left( \left| Y_t \right| \left| Y_{t+1} \right| \right)\) is the covariance of the concatenation of matrices \(Y_t, Y_{t+1}\), \(\Sigma \left( \left| Y_t \right| \left| X_t \right| \right)\) and \(\Sigma \left( \left| Y_{t+1} \right| \left| X_{t+1} \right| \right)\) are matrices containing the previous \(l\) values of processes \(Y\) and \(X\) respectively.

In the context of human motion, it is straightforward to obtain the pTE, \(T_{i \rightarrow j}\), between any pair of joints \((i, j)\) according to the motion processes \(v_i, v_j\) via Eq. 5. As a result, we obtain a temporal-causal relation matrix \(C^a\) for each action sequence \(S_r^a\), where each element of \(C^a(i, j) = T_{i \rightarrow j}\) denotes joint \(i\)'s temporal-causal influence on \(j\). Note that \(C^a\) is asymmetrical due to the inequality between \(T_{i \rightarrow j}\) and \(T_{j \rightarrow i}\).

**Model Specification**

Figure 2 shows the architecture of our temporal-causal SFD network (TC-SFDN), where the low-level Physical Residual GCN (P-ResGCN) encodes the human motion trajectory under the constraints of physical skeleton connections while the high-level Causal Residual GCN (C-ResGCN) encodes human action according to temporal causalities specific to a particular action. We place the Temporal Reduce ConvNet (TRCN) over the output of C-ResGCN to generate an action clip representation that integrates the information over all frames. Note that the reference/target action clip encoders share the same model architecture but with different weight parameters because: (1) the input size, i.e., the number of frames in the reference action and target action clips could be different; (2) the target action clips generally contains tampered information which follows a different distribution from the reference action clips.

**Physical Residual Graph ConvNet**

In the P-ResGCN module, we follow the skeletal connection settings in ST-GCN (Yan, Xiong, and Lin 2018). As a result, we obtain a set of physical relation matrices, \(A\), with different body partition strategies, e.g., unilabeling, distance and spatial (Yan, Xiong, and Lin 2018). Then, we build the GCN block with \(A\) as shown in Figure 2 (b):
\[ h_{gc} = \sum_{i \in A} A^{-1}_{ii} h_{in} W_i \ (6) \]
\[ h_{out} = \text{LeakyReLU}(\text{InstanceNorm}(h_{gc})) \ (7) \]

where \(W\) is the weight matrix, the input feature map \(h_{in} \in \mathbb{R}^{T \times V \times C}\) \((T, V, C\) denotes the number of frames, joints, and channels) and \(A^{-1}\) is the diagonal matrix for random walk normalization (Kipf and Welling 2016). We use instance normalization (Ulyanov, Vedaldi, and Lempitsky 2016) to preserve the motion trajectory patterns of each action sequence, and LeakyRelu is the activation for output.

Given the reference/target clips, \(X_r \in \mathbb{R}^{T_r \times V \times 3}\) and \(X_t \in \mathbb{R}^{T_t \times V \times 3}\) (where \(3\) denotes the 3D coordinates) as the inputs for Reference/Target Action Clip Encoder, we stack stack \(N\) GCN blocks (Eq. 6 and 7) to form a multilayer GCN, where the input \(X\) could be \(X_r\) or \(X_t\):
\[ h_{out} = \text{GCN}^N(X, A) = \text{GCN}(\cdots \times N \text{GCN}(X, A)) \ (8) \]

In this case, the representation of normal joints may integrate much error information from their tampered neighbors through multilayer GCNs. As a result, it becomes impossible to distinguish the normal and tampered joints. To avoid this issue, we use a residual connection to preserve the original information for each joint.
\[ H = \text{P-ResGCN}(X) = \text{GCN}^N(X, A) + T(X) \ (9) \]

where \(T(X)\) is a linear projection to align the dimension with \(h_{out}\). As a result, we obtain the Physical Skeleton Embeddings \(H_r \in \mathbb{R}^{T_r \times V \times F}\) and \(H_t \in \mathbb{R}^{T_t \times V \times F}\) \((F\) is the feature size) given the inputs \(X_r\) or \(X_t\).

**Causal Residual Graph ConvNet**

Since human poses are constrained by the physical skeleton connections of the body, we place the C-ResGCN above the P-ResGCN (cf. Figure 2) to reveal the high-level temporal causalities of behavioral patterns behind human actions.

Following the method described in Preliminaries, we compute the temporal-causal relation matrix, \(C^a\), for each
training action trajectory sequence, $S^o$, offline. Then, we obtain the category-level temporal-causal relation matrix by the mean of all instance-level temporal-causal matrices, i.e., $C^c = \text{mean}(\{C^a|a \in c\})$. Given a reference action clip $S^o$, we calculate a mixture version of the temporal-causal relation matrix as follows:

$$\bar{C}_\lambda = (1 - \lambda)C^a + \lambda C^c$$

(10)

where the category-level temporal-causal matrix $C^c$ serves as the prior that is useful when $C^a$ is not available. Specially, we set a trade-off parameter $\lambda$ that takes on the value $\lambda = 1$ when the temporal-causal matrix refers only to category-level causalities. On the contrary, $\lambda = 0$ is set to ignore $C^c$ when categorical information for $S^r$ is not available or $C^a$ does not conform to $C^c$.

So far, $\bar{C}_\lambda$ is a complete bidirectional temporal-causal graph over all joints. According to the principle of Occam’s razor, we should only preserve the most useful dependencies because the full connections may involve noise due to the message passing mechanism of GCN. As a result, in this paper we refine $\bar{C}_\lambda$ to a sparse temporal-causal matrix ($Xu$ et al. 2020; Yi and Pavlovic 2012) preserving only 20% of the most significant temporal-causal dependencies. Similar to P-ResGCN, we construct a multilayer residual GCN, namely C-ResGCN, based on the sparse temporal-causal graph $\bar{C}_\lambda$:

$$F = \text{C-ResGCN}(H) = \text{GCN}^N(\bar{C}_\lambda) + T(X)$$

(11)

As a result, we obtain the Causal Skeleton Embeddings, $F_r \in \mathbb{R}^{T_r \times V \times F}$ and $F_i \in \mathbb{R}^{T_i \times V \times F}$ with Physical Skeleton Embeddings $H_r$ and $H_i$ as the inputs.

**Temporal Reduce ConvNet**

TRCNs are designed to integrate the information over all frames to generate a temporal-causal skeleton representation. We construct temporal reduce convolution (TRC) blocks (cf. Figure 2 (c)) via 2D convolution with stride=2:

$$h = \text{Conv2D}_{\text{stride}=2}(F, W)$$

(12)

$$h_{\text{out}} = \text{LeakyReLU}(\text{InstanceNorm}(h))$$

(13)

where $W \in \mathbb{R}^{K \times 1}$ is the temporal kernel with size $K$ that controls the number of neighboring frames involved. Given the input $F \in \mathbb{R}^{T \times V \times F}$ with temporal length $T$, the convolution operation with stride 2 reduces the temporal length by half. That is, we obtain $h \in \mathbb{R}^{\frac{T}{2} \times V \times F}$ when passing the first TRC block. As shown in Figure 2, we stack $M = \lceil \log_2 T \rceil$ TRC blocks to reduce the $T$ dimension w.r.t. frames.

$$V = \text{TRCN}(F) = \text{TRC}^{M}_{\text{stride}=2}(F)$$

(14)

Accordingly, we obtain the Temporal-Causal Skeleton Embeddings, $V_r \in \mathbb{R}^{V \times F}$ and $V_i \in \mathbb{R}^{V \times F}$ with the corresponding inputs $F_r$ and $F_i$.

**Self-supervised Learning for Multilevel SFD**

In general, it is impossible and unnecessary to label the forgeries in all types of human actions. Hence, we train our SFD model in the SSL manner to efficiently address multilevel forgery as stated in Problem Formalization. In the followings, we present how to design the SSL tasks for SFD at different levels and how to prepare the contrastive samples (Liu et al. 2021) for each SSL-based SFD task.

**SFD for Frame-level Forgery.** Given reference clip $S^o_r$, the SFD task aims to detect if the next frame $f_{T+1}$ is temporal incoherent with $S^o_r$ (cf. Eq. 1). To learn the frame-level SFD model, we design the SSL task as follows.

**SSL Task Design.** One strategy to make a forged frame is randomly shifting the coordinates of each joint, but it is easily detected because of the significant violation of temporal causality. Instead, we adopt a much harder task, that is, we swap $f_{T+1}$ to a random position in the target clip $S^o_i$, and the SSL strategy is designed to find the true frame $f_{T+1}$ with the highest temporal coherence after $S^o_i$.

**SFD Model and Loss.** We first project the temporal-causal skeleton embedding, $V_r$, and the causal skeleton embedding of frame $f_{T+1}$ in $S^o_i$, i.e., $F_{T+1} = F_r[T+i, :, :]$, to new spaces where $V_r, F_{T+1} \in \mathbb{R}^{V \times F}$ with the same feature...
dimensionality $R$, where $\mathbf{W}$, $\mathbf{b}$ are the parameters.

\begin{equation}
\hat{V}_r = \text{LeakyReLU}(V_r \mathbf{W}_r + \mathbf{b}_r) 
\end{equation}
\begin{equation}
\hat{F}_{T+i} = \text{LeakyReLU}(F_{T+i} \mathbf{W}_t + \mathbf{b}_t) 
\end{equation}

Then, we concatenate $\hat{V}_r$ and $\hat{F}_{T+i}$ and calculate the temporal coherence scores, $s_f \in \mathbb{R}^V$, for all joints

\begin{equation}
s_f = \text{MLP}([\hat{V}_r, \hat{F}_{T+i}]), \quad S_f = \text{Avg}(s_f) 
\end{equation}

where a 3-layer MLP (multilayer perceptron) is used to map the input features to scores, and we take the average score over all joints to measure the temporal coherence between frame $f_{T+i}$ and reference clip $S'$. The same way, we obtain the score $S_f$ for each frame $f$ in the swapped clip $S''$.

As a result, we minimize the categorical cross entropy (CCE) loss to maximize the probability $p_f$ of frame $f$ which corresponds to the first frame $f_{T+i}$ in the original $S'$. 

\begin{equation}
\{p_f\} = \text{SoftMax}\{s_f | f \in S''\} 
\end{equation}

\begin{equation}
L_F = \text{CCE}(p_f \{p_f\}) 
\end{equation}

**SFD for Clip-level Forgery.** This SFD task aims to check if the order of frames of target sequence $S''$ are tampered (cf. Eq. 2), which is implemented by measuring the TII score between $S''$ and $S''$.

**SSL Task Design.** We randomly disorder $N$ consecutive frames from a target clip $S''$. This tampered clip $S''$ is labeled as a negative sample, while the original $S''$ is labeled as the positive one for training the SFD model.

**SFD Model and Loss.** Since the temporal-causal skeleton embeddings $V_r$ and $V_t$ (cf. Eq. 14) serve as the temporal-causal representations w.r.t. $S''$ and $S''$, respectively, we measure their TII score as follows,

\begin{equation}
\hat{V}_t = \text{LeakyReLU}(V_t \mathbf{W}_t + \mathbf{b}_t) 
\end{equation}

\begin{equation}
\hat{V}_r = \frac{\hat{V}_r}{||\hat{V}_r||}, \quad \hat{V}_t = \frac{\hat{V}_t}{||\hat{V}_t||} 
\end{equation}

\begin{equation}
S_c = \text{Tanh}(\hat{V}_r, \hat{V}_t) \mathbf{W}_c + \mathbf{b}_c 
\end{equation}

\begin{equation}
s_c = \text{AvgPooling}(S_c) 
\end{equation}

where $\hat{V}_r$ is obtained from Eq. 15, and $s_c \in \mathbb{R}^R$ denotes the feature vector to represent TII between $V_r$ and $V_t$. The loss of SFD for clip-level forgery is jointly modeled with SFD for action-level forgery, as presented below.

**SFD for Action-level Forgery.** This SFD task aims to find if the target clip $S''$ contains a sequence of frames $\{f_i, \ldots, f_{i+K}\} \subset S''$ of another action, which can be checked by modeling a TII score analogous to the above.

**SSL Task Design.** We randomly select $N$ frames from the target clip $S''$ and replace them with the frames sampled from other action clip $S''$. This tampered clip $S''$ is labeled as a negative sample, while the original $S''$ is labeled as the positive one for training the SFD model.

**SFD Model and Loss.** Since both this task and the above task are identical to check the TII between reference clip $S''$ and target clip $S''$, we use the same SFD model (cf. Eq. 20-23) to measure TII scores for both tasks. Note that the action-level forgery tends to have a higher severity of TII than that caused by clip-level forgery. As a result, we differentiate them in terms of TII severity with the ordinal labels:

\begin{equation}
L = \{\text{Normal} : 0, \text{Clip Forgery} : 1, \text{Action Forgery} : 2\}
\end{equation}

Accordingly, this leads to an ordinal classification problem which can be learned by minimizing the following weighted Kappa loss (de la Torre, Puig, and Valls 2018).

\begin{equation}
[p_0, p_1, p_2] = \text{SoftMax}\{S'_a \mathbf{W}_p + \mathbf{b}_p\} 
\end{equation}

\begin{equation}
L_T = \text{WeightedKappa}\{[p_0, p_1, p_2]\} 
\end{equation}

where $\mathbf{W}_p \in \mathbb{R}^{F_r \times 3}$ maps the feature vector $s$, to the probabilities of the above three ordinal labels, i.e., $P_0, P_1, P_2$.

**Implementation and Training.** We implement our model with Tensorflow 2.0, and use Adam (Kingma and Ba 2017) as the optimizer to minimize the following loss combining $L_F$ (Eq. 19) and $L_T$ (Eq. 25). We train our model on a server with GTX 1080Ti and 128G memory.

\begin{equation}
L = L_F + L_T 
\end{equation}

**Experiments.**

**Data Preparation.** The following two real-world datasets with rich action classes are used for the empirical study:

- **NTU-RGB+D** (Liu et al. 2020): This large-scale dataset for RGB+D human action recognition contains 60 action classes, including daily, mutual, and health-related activities. The 3D skeleton data in this dataset consists of 25 major body joints.

- **PKU-MMD** (Liu et al. 2017): This large-scale dataset for 3D human action understanding covers a wide range of complex human activities. PKU-MMD contains 1076 long video sequences in 51 action categories. It contains almost 20,000 action instances.

**Training/Testing Sets.** We sample a clip with 70 consecutive frames from each human action trajectory in NTU-RGB+D and PKU-MMD, where 80% sampled instances are used for training and the remaining 20% for testing. Then, we randomly use 50% of them to construct the forgery instances. More specifically, we split a selected clip into 50 and 20 frames, where the first 50 frames are taken as the reference action clip, and the remaining 20 frames are used as the target action clip. The forgery instances are constructed as presented in SSL Task Design for each level:

- Frame-level forgery instances. We swap the first frame in the target clip to a random position.

- Clip-level forgery instances. We randomly select 10 frames from the target clip and disorder them.

- Action-level forgery instances. We select different proportions of frames (25%, 50%, 75%, i.e., 5, 10, 15, frames) from the target clip and replace them with the frames sampled from other action categories.

**Comparison Settings.**

**Metrics.** A collection of metrics are applied for comprehensive evaluation, including Accuracy (ACC), Area under ROC Curve (AUC) and Mean Reciprocal Rate (MRR).
**Experimental Results**

**Baselines.** As stated in the introduction, this work is the first attempt at multilevel SFD tasks. Therefore, no direct baselines are available. According to the related work section, MPED-RNN (Morais et al. 2019) is the most similar to our framework in that it measures the anomaly scores for joints and frames by the discrepancy between predictions and actual skeleton instances. More specifically, given joint \(v_j\) in future frame \(f_{T+i}\), its anomaly score \(S_{v_j}\) is proportional to the squared Euclidean distance between the predictive coordinate \(\tilde{v}_j\) and the observed one \(v_j\):

\[
S_{v_j} := ||\tilde{v} - v_j||_2^2
\]

According to (Morais et al. 2019), a max-pooling operator is applied to aggregate the anomaly scores of all joints to obtain the frame-level anomaly score \(S_f\),

\[
S_f := \max \{ S_{v_j} | v_j \in f_{T+i} \}
\]

which can be viewed as the counterpart of the frame-level score (cf. Eq. 17) applied to our model. Similarly, we easily obtain the mean anomaly score over all frames in target clip \(S_t\) to detect the clip/action-level forgeries.

\[
S_t := \text{mean}(S_f | f \in S_t)
\]

Most current skeleton-based methods focus on human action recognition whereas the available human motion prediction methods that can be adapted for SFD are much fewer. In particular, we adapt three representative of them, ResRNN (Martinez, Black, and Romero 2017) (MTS-based), HP-GAN (Barsoum, Kender, and Liu 2017) (GAN-based), and MSR-GCN (Dang et al. 2021) (GCN-based), to our problem by computing the anomaly scores \(S_f\) (cf. Eq. 28) and \(S_c\) (cf. Eq. 29) based on their predictive joints.

**Frame-level Forgery Detection.** Table 1 shows the ACC and MRR for next frame prediction on NTU-RGB+D w.r.t. eight action categories. Note that a random selection from the target clips should yield an ACC of 0.05 (1/20). With this in mind, our model performs quite well in picking the correct frame with the highest temporal coherence (cf. Eq. 17). In comparison, all the baselines significantly underperform our model. Figure 3 visually reveals the cause behind these results. From the original action trajectory, we find that near future frames in the target clips are very similar, and hence it is hard to distinguish their minute differences according to the coordinates. As a result, all the baselines identify similar frames to the correct frame (with the blue box). Our model successfully detects the correct next frame thanks to the temporal-causal dependencies between frames instead of the joint-wise predictive discrepancy score (cf. Eq. 28).

**Clip-level Forgery Detection.** Table 2 compares the AUC of disordered frame detection, where the AUC results show the probability of a method successfully identifying those disordered clips from the normal ones. According to Table 2, our model achieves significantly better detection performance compared to the baselines measuring the forgery in terms of predictive discrepancy (cf. Eq. 29). The main reason leading to the underwhelming performance of these baselines is that the prediction accuracy on future frames generally decreases with the increase of future steps (i.e.,

Table 1: Comparison of ACC and MRR for next frame prediction on the first four action categories and only ACC results are reported for the last four categories due to the space limitation. ** indicates significance with Wilcoxon signed-rank at \(\alpha=0.01\).
with \( i \) increase in Eq. 28), and the neighbor frames in an action clip are very close. Therefore, all those predictive discrepancy-based methods fail in this task. In comparison, TC-SFDN detects the disorder of frames according to the TII score by checking if the temporal causality is violated, which avoids the shortcomings of predictive discrepancy measurements.

Table 2: Comparison of the AUCs for clip-level forgery detection

<table>
<thead>
<tr>
<th>Method</th>
<th>drink water</th>
<th>back pain</th>
<th>writing</th>
<th>eat meal</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResRNN</td>
<td>0.4573</td>
<td>0.5013</td>
<td>0.5087</td>
<td>0.4413</td>
</tr>
<tr>
<td>MSR-GCN</td>
<td>0.4828</td>
<td>0.4168</td>
<td>0.4023</td>
<td>0.4529</td>
</tr>
<tr>
<td>HP-GAN</td>
<td>0.4785</td>
<td>0.5404</td>
<td>0.5009</td>
<td>0.5085</td>
</tr>
<tr>
<td>MPED-RNN</td>
<td>0.5122</td>
<td>0.5269</td>
<td>0.5015</td>
<td>0.4910</td>
</tr>
<tr>
<td>TC-SFDN**</td>
<td>\textbf{0.8527}</td>
<td>\textbf{0.8977}</td>
<td>\textbf{0.7539}</td>
<td>\textbf{0.8288}</td>
</tr>
</tbody>
</table>

Table 3: Comparison of the AUCs for action-level forgery detection

<table>
<thead>
<tr>
<th>Methods</th>
<th>NTU-RGB+D</th>
<th>PKU-MMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResRNN</td>
<td>0.6078</td>
<td>0.7003</td>
</tr>
<tr>
<td>MSR-GCN</td>
<td>0.6821</td>
<td>0.6721</td>
</tr>
<tr>
<td>HP-GAN</td>
<td>0.6705</td>
<td>0.6887</td>
</tr>
<tr>
<td>MPED-RNN</td>
<td>0.5580</td>
<td>0.5898</td>
</tr>
<tr>
<td>TC-SFDN**</td>
<td>\textbf{0.7672}</td>
<td>\textbf{0.8199}</td>
</tr>
</tbody>
</table>

Table 3: Comparison of the AUCs for action-level forgery detection

**Side Effect for Anomalous Behavior Detection.** The capability of SFD on action-level forgery is possibly applied to some scenarios of anomalous behavior detection. More specifically, it can be utilized to detect anomalous behavior that is suddenly inconsistent with the previous action trajectory. Figure 5 demonstrates an example of “falling down” (anomalous behavior) occurring when a user is putting on a shoe (normal behavior). TC-SFDN achieves the highest AUC (0.7637) in this case due to the temporal-causality modeling, which is largely beneficial for checking for temporal inconsistency.
Figure 6: (a) Effects of physical connections and temporal-causal dependencies; (b) Effects of instance-level and causal-level temporal causality.

Ablation Studies

In this section, we report on ablation studies highlighting individual aspects of our model. We ablate with regards to both network architectures and causality settings. For both these cases, we compute $AUC$ for frame-level forgery detection and $ACC$ for action-level forgery detection.

Physical Graph vs Temporal-Causal Graph. The two main components of TC-SFDN are the P-ResGCN and C-ResGCN. For this ablation study, we retain, in turn, P-ResGCN or C-ResGCN and compare their SFD performance with that of the full model. Fig 6 (a) compares their $AUC$ for frame-level forgery detection and $ACC$ for action-level forgery detection. We find C-ResGCN outperforms P-ResGCN because P-ResGCN only models physical connections, which fails to capture the difference in temporal-causal motion patterns behind different actions categories. The full model slightly outperforms C-ResGCN, which proves that the regularization by physical body connections benefits the high-level temporal-causal modeling.

Category-level vs Instance-level Temporal Causality.

Figure 7 illustrates three instances of temporal-causal relation matrices w.r.t. action category put on a shoe, where each column of the temporal-causal matrix visualizes the strengths of temporal-causal dependency from each joint to a target joint. We easily find the difference between each instance-level temporal-causal matrix, which enables to capture specialized temporal causality in each action clip.

By setting different configuration of $\lambda$ (cf. Eq. 10), we obtain different temporal-causal relationships. In this study, we compare the setting of $\lambda=0$ for $C^a$ only, $\lambda=1$ for $C^c$ only, and $\lambda=0.5$ for $C_{\chi}$ as a mixture. From the comparison in Figure 6 (b), we find that the performance using the category-level temporal-causal matrix $C^c$ is better than that of $C^a$, which reflects the fact that motion trajectories of the same action are closely related to each other in terms of causality (Johansson 1973; Narayan and Ramakrishnan 2014). Obviously, applying $C_{\chi}$ achieves the best performance. This is because the mixed temporal-causal matrix $C_{\chi}$ incorporates temporal causal dependencies from $C^a$, which partially enables to model those long-tail action instances with biased causalities from the mean temporal causality, i.e. $C^c$.

Conclusions

This paper initiates the first attempt to address the emerging challenge of skeleton-based forgery attacks. To this end, we propose a multilevel SFD architecture, namely TC-SFDN, where temporal causalities are introduced to capture action-specific patterns as well as the physical skeleton connections for traditional human motion modeling. Extensive empirical studies show that TC-SFDN significantly outperforms baselines in the frame, clip, and action-level SFD tasks. Future extensions of our work include adversarial attack detection and skeletal motion generation for robot control.
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