Tracking and Reconstructing Hand Object Interactions from Point Cloud Sequences in the Wild
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Abstract

In this work, we tackle the challenging task of jointly tracking hand object pose and reconstructing their shapes from depth point cloud sequences in the wild, given the initial poses at frame 0. We for the first time propose a point cloud based hand joint tracking network, HandTrackNet, to estimate the inter-frame hand joint motion. Our HandTrackNet proposes a novel hand pose canonicalization module to ease the tracking task, yielding accurate and robust hand joint tracking. Our pipeline then reconstructs the full hand via converting the predicted hand joints into a template-based parametric hand model MANO. For object tracking, we devise a simple yet effective module that estimates the object SDF from the first frame and performs optimization-based tracking. Finally, a joint optimization step is adopted to perform joint hand and object reasoning, which alleviates the occlusion-induced ambiguity and further refines the hand pose. During training, the whole pipeline only sees purely synthetic data, which are synthesized with sufficient variations and by depth simulation for the ease of generalization. The whole pipeline is pertinent to the generalization gaps and thus directly transferable to real in-the-wild data. We evaluate our method on two real hand object interaction datasets, e.g., HO3D and DexYCB, without any finetuning. Our experiments demonstrate that the proposed method significantly outperforms the previous state-of-the-art depth-based hand and object pose estimation and tracking methods, running at a frame rate of 9 FPS. We have released our code on https://github.com/PKU-EPIC/HETrack.

Introduction

Hand object interactions (HOI) are ubiquitous in our daily life and form a major way for our humans to interact with complex real-world scenes. As major approaches to perceive human object interactions, pose tracking and reconstructing human object interaction in 3D are crucial research topics and can enable a broad range of applications, including human-computer interaction, human-robot interaction, augmented reality, and learning from human demonstrations.

Driven by the great power of deep learning, recent years have witnessed much progress in developing learning-based methods for perceiving hand and object under a single frame setting, e.g., 3D hand pose estimation from single RGB images (Xiong et al. 2019) and point clouds (Ge et al. 2018; Cheng, Park, and Ko 2021), instance-level and category-level 6D object pose estimation (Wang et al. 2019), and joint hand object pose estimation (Doosti et al. 2020; Tekin, Bogo, and Pollefeys 2019) and reconstruction (Hasson et al. 2019; Zhang et al. 2021a) for hand object interaction.

Despite many applications require temporally coherent estimations and thus prefer tracking rather than single-frame estimation, hand object pose tracking is still an under-explored area for learning-based methods. One reason is the lack of large-scale annotated video data, given that only few

Figure 1: (a) We generate a large-scale hand-object interaction dataset, named SimGrasp, using simulated structure light based depth sensor. (b) Trained only on SimGrasp, our methods can be directly transferred to the challenging real world datasets, i.e., HO3D and DexYCB, to track and reconstruct hand object interaction without any finetuning.
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small-scale HOI video datasets exist, e.g. DexYCB (Chao et al. 2021) and HO3D (Hampali et al. 2020a), which only cover very limited variations. Apparently, curating a large-scale fully-annotated 3D hand object interaction video dataset would be a valid step. However, the cost of doing so would be formidable, especially for 3D annotations.

In this work, we propose a novel framework to tackle this very challenging task: jointly track pose and reconstruct the hand and object from depth point cloud sequences in the wild without seeing any real data during training. Our setting is as follows: given a depth point cloud sequence with segmented hand and object along with initial hand pose and object pose, our system needs to recover hand object shapes and track their poses in an online manner. We choose point cloud over images since point cloud contains metric 3D geometry of the hand and object, which enables us to obtain full 3D hand and object poses and shapes, and arguably have fewer ambiguities.

To this ambitious objective, there are several major challenges. The biggest challenges come from generalization: 1) the tracking network needs to generalize well across the huge spatial and temporal variations in hand object interactions; and 2) the Sim2Real gap, due to no real training data. Also, during hand object interaction the heavy inter- and self-occlusions may result in many ambiguities and thus high ill-posedness, leading to further learning challenges.

To mitigate the data issue, we propose a simulation pipeline to synthesize diverse hand object interactions and carry free annotations of their shapes and poses. To minimize the Sim2Real gap, we leverage the structure light based depth sensor simulator proposed by DDS (Planche and Singh 2021) to generate simulated depths that carry realistic sensor noises.

Using solely the simulated data for training, we propose a point cloud based hand pose tracking network, namely HandTrackNet, to track the inter-frame hand joint motion. HandTrackNet is built upon PointNet++ (Qi et al. 2017) and can estimate the joint positions based on the predictions from the last frame. Based on the temporal continuity, it extracts the hand global pose from the latest prediction and uses it to canonicalize the hand point cloud, which significantly eases the regression task. During training, it learns to track random inter-frame joint motions and is thus free from overfitting to any temporal trajectories.

To track a novel object, we use DeepSDF (Park et al. 2019), which leverages category shape priors, to reconstruct the full geometry of the unseen object at the very first frame, and then simply perform a depth-to-SDF conformation based optimization to track pose. Though experiments show that this simple method can already work well and allow generalization to novel object category with similar shape, e.g. trained on bottle and tested on box and can. Compared to previous works (Liu et al. 2021) most of which can only track known objects, we have already taken a great step towards generalization.

Finally, to alleviate the ambiguities and complexity in hand object interaction, we leverage optimization-based approaches to reason the spatial relationship between the hand and object. We turn the tracked hand joint positions into a MANO (Romero, Tzionas, and Black 2017a) hand representation and construct several energy functions based on HOI priors, to yield more physically plausible hand object poses.

Our extensive experiments demonstrate the effectiveness of our method on never seen real-world hand object interaction datasets, HO3D and DexYCB. Trained only on our simulated data, our method outperforms previous approaches on both hand and object pose tracking, and shows good tracking robustness and generalizability.

In summary, our contribution lies in three aspects: (1) We propose an online hand object pose tracking and reconstruction system taking inputs point cloud sequences under the challenging hand-object interaction scenarios, which can generalize well to never seen real-world dataset and runs at 9 FPS. (2) We propose the first point cloud-based hand pose tracking network, HandTrackNet, along with a novel hand canonicalization module, which together outperforms previous hand pose tracking or single-frame estimation methods. (3) We synthesize a large-scale diverse simulated dataset for hand-object interaction that features realistic depth sensor noise and thus enables a direct Sim2Real generalization. We will release the data and the code upon acceptance.

3D Hand Pose Estimation and Tracking

Related Works

3D Hand Pose Estimation and Tracking

Existing works on 3D hand pose estimation either use a 2D-3D paradigm or directly use 3D input. In the 2D-3D paradigm, for depth-based method, they either predict 2D heatmaps of hand joints (Guo et al. 2017), or regress 3D joint locations (Guo et al. 2017; Zhang and Zhang 2019). Recent works (Xiong et al. 2019; Cheng et al. 2022) explore an effective anchor-to-joint regression. RGB-based methods rely on 3D hand shape priors to lift 2D heatmaps (Zimmermann and Brox 2017; Spurr et al. 2018), or predict parameters of MANO hand model (Kulon et al. 2020; Romero, Tzionas, and Black 2017a) and hand UV maps (Chen et al. 2021). Instead of this paradigm, depth images can be transformed into 3D space, either voxels (Ge et al. 2017), point clouds (Ge et al. 2018; Cheng, Park, and Ko 2021), or T-SDF volume (Ge et al. 2017). In this work, we follow the recent trends to use point clouds as input and regress the joints in 3D space.

Early works on hand pose tracking use hand-crafted features and post optimization (Oikonomidis, Kyriazis, and Argyros 2011a) based on depth images by exploring articulation priors. When objects are present, they usually cause challenging occlusions (Mueller et al. 2017). Our method specially design to handle this occlusion.

Object Pose Estimation and Tracking

Historically, works on object pose estimation have focused on instance-level setting (Xiang et al. 2018; He et al. 2021) which only deals with known object instances. (Wang et al. 2019) extends it to a category-level setting, where poses can be estimated for novel instances from known categories. Recent works improve category-level pose estimation by leveraging shape synthesis (Chen et al. 2020), pose consistency (Lin et al. 2021), and geometrically stable patches (Huang et al. 2021)
 Besides single frame pose estimation, recent works focus on temporal tracking. Instance-level object tracking approaches include optimization (Tjaden et al. 2019), filtering (Deng et al. 2019), and direct regression of inter-frame pose change (Wen et al. 2020). Recent works on category-level object tracking can extract category-level keypoints (Wang et al. 2020) without known CAD model in testing, refining coarse pose from keypoint registration by pose graph optimization (Wen and Bekris 2021), and learning inter-frame pose change from canonicalized point clouds (Weng et al. 2021). Our method goes beyond category-level pose to novel object instances from both seen and unseen categories.

Hand Object Interaction

Joint pose estimation and reconstruction of hand objects interaction has attracted much attention for its wide applications in VR, AR, teleoperation, and imitation learning (Garcia-Hernando, Johns, and Kim 2020). A number of datasets (Garcia-Hernando et al. 2018; Hasson et al. 2019; Hampali et al. 2020a; Chao et al. 2021) have been developed to facilitate this line of research. Many works focus on single frame pose estimation (Tekin, Bogo, and Pollefeys 2019; Hasson et al. 2020; Doosti et al. 2020; Cao et al. 2021), leveraging the interaction by feature fusion modules for joint prediction (Liu et al. 2021) or hand-object contact models (Grady et al. 2021; Yang et al. 2021) to regularize poses. We similarly adopt penetration and attraction terms to explicitly model the hand-object interaction.

Joint tracking is also well explored. Early works use multi-view input to compensate for occlusions during interaction (Oikonomidis, Kyriazis, and Argyros 2011b). Recent works explore single-view tracking (Tsoli and Argyros 2018; Hasson et al. 2021) by leveraging the physical contact constraints to reconstruct plausible poses. While most of them require a known object model or a shape template, (Zhang et al. 2021a) can deal with unknown objects. During tracking, they fuse depth observations of the object in a canonical frame to progressively reconstruct the object model, which is limited to the visible surface. Our method also handles unknown objects but reconstructs the complete object from the very first frame.

Methods

Overview

Notations In this paper, we deploy the following notations: right subscripts \( \cdot \) \( t \) represent quantities at the time step \( t \); and left subscripts \( \cdot \) \( \cdot \), \( \cdot \) \( H \), \( \cdot \) \( O \) denotes variables in camera space, canonical hand space (with zero global translation and identity rotation), and canonical object spaces, respectively.

Problem setting Given a live stream of segmented hand and object point clouds \( \{ C^{\text{hand}}, C^{\text{obj}} \} \), along with initial hand joint positions \( C^{\mathcal{J}_{\text{init}}} \) and object pose \( \{ R^{\text{obj}}_{\text{init}}, T^{\text{obj}}_{\text{init}} \} \), our aim is to recover canonical object shape \( O^{\mathcal{M}^{\text{obj}}} \) and its pose \( \{ R^{\text{obj}}_t, T^{\text{obj}}_t \} \), along with hand joint positions \( C^{\mathcal{J}_t} \) and hand reconstruction, including canonical hand shape \( H^{\mathcal{M}^{\text{hand}}}_t \) and global hand pose \( \{ R^{\text{hand}}_t, T^{\text{hand}}_t \} \), for all the following frames \( t \) in an online manner. Note that the object instance under tracking can be novel, but needs to come from the training categories of our object reconstruction model, or from categories whose geometry are similar to the training categories. For hand, we only focus on the right hand here, but our method is also suitable to the left hand.

Pipeline overview. The full pipeline is shown in Fig.2. Prior to tracking, we need an initialization phase to estimate the object shape \( O^{\mathcal{M}^{\text{obj}}} \) represented in SDF and the hand shape code \( \beta \) for the template-based parametric hand model MANO from the first frame.

Then, for object pose tracking, we simply perform a depth-to-SDF conformation based optimization (Zhang et al. 2021b). For hand tracking and reconstruction, we combine neural network regression and optimization approaches: at each frame \( t \), we first leverage our point cloud based neural network, HandTrackNet, to update the hand joint positions \( \mathcal{J}_t \) based on \( \mathcal{J}_{t-1} \); then, to recover the full geometry of hand, we convert \( \mathcal{J}_t \) into MANO hand \( c_{\mathcal{M}^{\text{hand}}}_t \) with the help of IKNet; finally, we refine the hand pose based on hand-object interaction priors to recover more physical plausible interaction.

Tracking Hand Joint Positions

In this section, we introduce our point cloud based neural network, HandTrackNet, for tracking hand joint positions. During hand object interaction, many hand joints are heavily occluded, making joint position regression very challenging and ambiguous. We thus devise HandTrackNet to leverage hand joint positions \( \mathcal{J}_{t-1} \) from the previous frame prediction, which distinguishes this work from all previous single-frame hand pose estimation methods (Cheng, Park, and Ko 2021; Ge et al. 2018) that directly regress \( \mathcal{J}_t \) from the current observation \( P^{\text{hand}}_t \). We leverage \( \mathcal{J}_{t-1} \) in two ways: first, \( \mathcal{J}_{t-1} \) can provide a rough global pose of the hand, which
Figure 3: The architecture of HandTrackNet. HandTrackNet takes input the hand points $P_t$ from the current frame $t$ and the estimated hand joints $J_{t-1}$ from the last frame, and performs global pose canonicalization to both of them. Then it leverages PointNet++ to extract features from canonicalized hand points $P'_t$ and uses each joint $J'_{t,\text{coarse}}$ to query and pass features, followed by an MLP to regress and update joint positions.

can be used to canonicalize the input hand point cloud $P_t$, to reduce the learning complexity and increase the generalizability of different hand global poses; second, the network only needs to regress the small changes for updating $J_{t-1}$, which reduces the output space of the neural network and thus eases the regression. The whole architecture of HandTrackNet is shown in Figure 3.

**Hand pose canonicalization.** As pointed out by Hand PointNet (Ge et al. 2018), the large variations in hand global orientation bring in significant complexity and big challenges to 3D hand pose estimation. To reduce this visual complexity, (Ge et al. 2018) proposed a point cloud canonicalization method that canonicalizes the orientation of the hand point cloud using the oriented bounding box (OBB), whose $x$, $y$, $z$ axes are approximated by the PCA directions of input points. As a pre-processing step, this orientation canonicalization is widely adopted by the following works for single hand pose estimation, e.g. P2P (Ge, Ren, and Yuan 2018) and HandFoldingNet(Cheng, Park, and Ko 2021), demonstrating consistent performance improvements.

However, in the scenario of hand-object interaction, the input hand point clouds can be heavily occluded and become very partial, making PCA less effective for estimating the hand orientation and thus nullifying the effect of orientation canonicalization. To overcome this issue, we propose a simple yet novel method to estimate the 6D transformation between camera c.s. and hand c.s. from the joint positions $J_{t-1}$ and then use it for canonicalization.

We start from a common assumption (Yuan et al. 2017) for 3D hand pose fitting – the wrist and 5 metacarpophalangeal (MCP) joints (where the finger bones meet the hand bones) move together and thus are fixed relative to each other. We denote this set of joints as $B$ and their spatial positions as $J^B = \{J^j | j \in B\}$. We can further define a function $CanonPose$ (in short $CP$) to solve the rigid transformation for canonicalization:

$$CP(\beta, cJ^B) = \arg \min_{R,T} \|HJ_M^B(\beta) - R^{-1}(cJ^B - T)\|^2$$

in which $HJ_M^B(\beta)$ denotes the joint positions of the template-based parametric hand model MANO, with zero-rotation and identity rotation. Note that $HJ_M^B$ is irrelevant to the pose vector $\beta$ because the bending of the fingers won’t influence the position of $B$. The shape code $\beta$ is initialized at frame 0. This argmin function can be analytically solved by SVD.

Finally we get $R_T^B, T_T^B = CanonPose(\beta, cJ_M^B)$ and use it to canonicalize the hand point cloud $P'_t = (R_T^B)^{-1}(P_t - T_T^B)$. Due to temporal continuity, $P'_t$ only has a small rotation and translation, which simplifies the network input and narrows down the regression output space, reducing the difficulty of regression learning.

**Network architecture.** After canonicalizing $P_t$ to $P'_t$, a naive solution is using a PointNet++ to directly regress the joint positions $J'_t$. However, under the heavy self- and inter- occlusion, the positions of invisible joints may still be ambiguous. To alleviate this issue and ensure the joints won’t go arbitrarily far, we propose to leverage the estimated joint positions from the last frame to provide a coarse estimate $J'_{t,\text{coarse}} = (R_T^B)^{-1}(J_{t-1} + P_t - P_{t-1} - T_T^B)$, which means we add the center shift between $P_t$ and $P_{t-1}$ to $J_{t-1}$ and then transform it to the canonical frame. Now, to obtain $J'_t$, the network will only need to regress a small movement for each joint and add them to $J'_{t,\text{coarse}}$

Our network first extracts the per-point feature of $P'_t$ using PointNet++. Then, for each hand joint of $J'_{t,\text{coarse}}$, we find k nearest neighbors in $P'_t$, and aggregate those neighbors’ features by a PointNet-based structure to encode the local information of $J'_{t,\text{coarse}}$. To further enlarge the receptive field and encode the global information about each joint, we add a rearrangement layer to communicate among joints by concatenating the feature of adjacent joints, which is inspired by HandFoldingNet(Cheng, Park, and Ko 2021). Our rearrangement module is different from theirs because they only communicate among joints in the same finger but we also communicate with the neighbor finger. This design can provide more global information of a hand and avoid confusing the joints of different fingers, as shown in our supplementary. The above two steps, named KNN query and rearrangement, are repeated N times (we set N=2 in our paper, and we investigate different Ns in supp.) to improve the network expressivity. Finally, we use the feature of each hand joint to regress the relative movement $J'_t - J'_{t,\text{coarse}}$ and transform the $J'_t$ back to the camera c.s. using the inverse transformation of canonicalization.

**Training strategy** To train HandTrackNet, we use single frame data and randomly perturb the ground truth hand pose by adding a Gaussian noise (we set std=2cm). Our training loss is designed as $L = \lambda_{\text{joints}} ||J_{gt} - J_{pred}|| + \lambda_{\text{rot}} ||R_{gt} - R_{pred}|| + \lambda_{\text{trans}} ||T_{gt} - T_{pred}||$, where $R_{pred}, T_{pred} = CanonPose(\beta, cJ_M^B)$ and they are supervised to ensure a good canonicalization for the next frame in testing. We set $\lambda_{\text{joints}} = 10$ and $\lambda_{\text{rot}} = \lambda_{\text{trans}} = 1$.

**MANO Hand Reconstruction**

During hand object interaction, the kinematic chain of a hand will always remain the same and only joint states may
change. Although our HandTrackNet has taken the temporal continuity into account, there is no guarantee that the hand joints will always remain the same structure, which may lead to artifacts, e.g. implausible joint positions and inconsistent bone length. Furthermore, without a hand shape, joint positions alone are not sufficient to investigate the interaction between the hand and the object. Thus, we propose to reconstruct the hand shape $C\mathcal{M}_{t}^{hand}$ at each frame.

**Parametric hand model.** We use MANO (Romero, Tzionas, and Black 2017b), a popular template-based parametric layer, as our hand model. It maps a shape vector $\beta \in \mathbb{R}^{10}$ and a pose vector $\theta \in \mathbb{R}^{45}$ to a mesh $H\mathcal{M}_{\text{hand}}$ and the corresponding joint positions $H\mathcal{J}$. Specifically, $\beta$ is the coefficients of learned shape PCA bases, and $\theta$ represents the rotation of 15 joints in axis-angle representation. See (Romero, Tzionas, and Black 2017b) for more details.

**Shape code initialization.** Since bone lengths (or the distances between two neighboring joints) keep unchanged regardless of the joint angle $\theta$, we can optimize the shape code $\beta$ by minimizing

$$E(\beta) = \lVert (l(C_{\text{pred}}) - l(H\mathcal{J}_{\text{MANO}}(0, \beta))) \rVert_1 \tag{2}$$

in which $l(\mathcal{J}) \in \mathbb{R}^{15}$ means the length of 15 finger bones of joints $\mathcal{J}$, and $C_{\text{pred}}$ is the prediction of HandTrackNet. Note that we only estimate the shape code $\beta$ at frame 0 here for simplicity and consistency, discussion about updating $\beta$ can be found in Supp.

**Inverse kinematic network (IKNet).** To obtain joint angles $\theta_t$, we devise a simple MLP that takes input joint position $\mathcal{J}_t$ and output joint angles $\theta_t$, which indeed does the job of inverse kinematics. Such a network can achieve a very high speed while also remain good performance, which suits our need well to serve as a better initialization than $\theta_{t-1}$ for the following hand-object reasoning.

The difference between ours and (Zhou et al. 2020) is that we use the same canonicalization methods as HandTrackNet, which ensure the generalization ability (see our supp. for experiments). Specifically, we solve the global hand pose $R_{t}^{\text{hand}}, T_{t}^{\text{hand}} = \text{CanonPose}(\beta, C_{\text{pred}})$ and canonicalize the joint position $\mathcal{J}_t = (R_{t}^{\text{hand}})^{-1}(\mathcal{J}_t - T_{t}^{\text{hand}})$ which serves as the direct input to the MLP. Finally, we can reconstruct the hand shape $C\mathcal{M}_{t}^{\text{hand}} = R_{t}^{\text{hand}} H\mathcal{M}_{\text{MANO}}(\theta_t, \beta) + T_{t}^{\text{hand}}$.

**Object Reconstruction and Pose Tracking**

In contrast to (Zhang et al. 2021a) who use a fusion-based method to reconstruct the novel object and may fail to recover the full geometry if some places are always occluded, leading to further failure in the following hand object reasoning, we leverage category shape prior to recover the full object shape at the first frame. Specifically, we propose to first estimate the signed distance function (SDF) of the object from the first frame, and then minimize a depth-to-SDF conformance (Zhang et al. 2021b) based energy function to optimize pose. SDF (Park et al. 2019) is an implicit 3D representation, which maps a spatial coordinate $x$ to its signed distance $s$ to the closest surface, i.e. $SDF(x) = s : x \in \mathbb{R}^3, s \in \mathbb{R}$.

**Shape initialization.** We train a DeepSDF (Park et al. 2019) using synthetic objects in ShapeNet (Chang et al. 2015). During testing, at frame 0, given the real partial point cloud of an object, we first use the given initial object pose to canonicalize this point cloud and then optimize the shape code of DeepSDF by minimizing the mean square loss of the SDF values of the depth points. Following (Park et al. 2019), we also use a L2 regularization on the shape code to alleviate the affect of the noisy real point clouds.

**Object pose optimization.** At frame $t$, given $C\mathcal{P}_{t}^{\text{obj}}$, together with the signed distance field $\psi : \mathbb{R}^3 \rightarrow \mathbb{R}$ of the reconstructed object shape $O\mathcal{M}^{\text{obj}}$, we optimize $\{R_{t}^{\text{obj}}, T_{t}^{\text{obj}}\}$ to minimize

$$E(R_{t}^{\text{obj}}, T_{t}^{\text{obj}}) = \sum_{x \in \mathcal{P}_{t}} \left| \psi((R_{t}^{\text{obj}})^{-1}(x - T_{t}^{\text{obj}})) \right| \tag{3}$$

For the choice of optimizer, we empirically find the gradient-based optimizer, e.g. Adam and LM, both suffer from a low speed. Therefore, we use a recently proposed gradient-free optimization method (Zhang et al. 2021b) based on random optimization. By taking the advantage of its highly parallelized framework, our method can efficiently converge to a good local optimum at a frame rate of 29 FPS under PyTorch. Please see our Supp. for more details about the comparison of different optimizers.

**Shape update.** In experiments, we find that our method can already generalize well to the object from a novel categories, e.g. trained on bottle and tested on box and can. To further mitigate the shape gap cross category and enhance the generalization ability, we also combine our method with those fusion-based method to further update the object shape during tracking. Please see our supp. for more details.

**Hand-Object Optimization**

Separately estimating the pose of hand and object often suffers from unrealistic hand-object interactions, as discussed in lots of related works (Hasson et al. 2019, 2021). Based on their works, we adopt the energy terms to refine the hand pose $\{\theta, R_{\text{hand}}, T_{\text{hand}}\}$ by optimization at each frame.

Here we focus on using objects to help hand pose because the hand is a high DoF articulated object and the poses of those invisible fingers are very ambiguous, which is hard for HandTrackNet to estimate but can be refined using certain physical constraints with the object. In contrast, the freedom and ambiguity of object pose are much smaller, which relieves the need from hand. In our experiment (see our supp.), the error of object pose will even increase if we jointly optimize the hand pose and object pose. In the following, we will briefly introduce the energies used in this stage.

**Penetration and attraction energy.** Two commonly used energies for physical constraint, as proposed in (Hasson et al. 2019), are to punish hand-object penetration and encourage the contact between certain hand regions and object. However, unlike previous works (Hasson et al. 2019; Cao et al. 2021) which only focus on the static in-contact hand object interactions, for general hand object interaction
we should also consider when the hand and object are not in contact. We propose a simple strategy to decide whether to use the attraction energy by the magnitude of penetration energy. See our supplementary for details.

**Joint position energy.** To maintain the accuracy of joint positions, we enforce an energy to punish the L2 distance between \( R_{\text{hand}} H J_{\text{MANO}}(\theta) + T_{\text{hand}} \) and \( C J_{\text{pred}} \). Since the invisible joint positions predicted by HandTrackNet may suffer from ambiguity and have a large error, this energy is only used for the visible joints. The visibility of joint \( i \) is judged by whether the distance of \( J_{\text{pred}}^i \) to \( P_{\text{hand}} \) is larger than a threshold \( \lambda (\lambda = 2\text{cm in all of our experiments}) \).

**Silhouette energy.** To ensure the consistency between prediction and observation, we project the reconstructed hand shape to the image plane and add a silhouette loss to punish the points that are outside the silhouette of hand and object.

### Training Data Generation via Depth Simulation

To avoid using expensive real world annotation for training HandTrackNet, we propose to synthesize a large-scale point cloud dataset for hand and object interaction which we call the SimGrasp dataset. Our aim is to generate realistic point cloud sequences for diverse hand object interactions with randomized object shapes, hand shapes, grasping poses, and motion trajectories. We introduce the details of our data generation method in supplementary material. As a result, SimGrasp contains 666 different object instances and 100 hand shapes, which forms 1810 videos with 100 frames per video.

To mitigate the domain gap between synthetic depths and real depths, we re-implement a structure light based depth sensor simulator, DDS(Planche and Singh 2021), for depth image synthesis so that our simulated point clouds can capture realistic noises and artifacts. This depth simulation technique along with our fully domain randomized hand object interaction synthesis enables a direct Sim2Real transfer and allows us to test our HandTrackNet on real data in the wild.

### Experiments

#### Datasets and Metrics

To evaluate the performance of our method on the in-the-wild data, we use two popular real world hand-object interaction datasets, HO3D(Hampali et al. 2020b) and DexYCB (Chao et al. 2021), whose hands, object instances, and motion trajectories are never seen during training. HO3D dataset is a widely used RGB-D video dataset, and DexYCB dataset is a more challenging dataset because of the larger diversity and faster motion. For a fair comparison with previous methods, we train all the methods purely on SimGrasp and directly test HO3D and DexYCB. Please see our supp. for more details about these three datasets.

We report the following metrics to evaluate the results. 1) **MPJPE:** we use the mean per joint position error for evaluating the hand pose. 2) **Penetration depth (PD):** following (Yang et al. 2021), we report maximum penetration depth between hand and object to measure the physical plausibility of the reconstructed hand and object. 3) **Disjointedness distance (DD):** following (Yang et al. 2021), we report the mean distance of hand vertices in 5 finger regions to their closest object vertices in frames when the ground truth hand and object are in contact. 4) **5°5cm, 10°10cm:** we follow (Weng et al. 2021) to report the 5°5cm accuracy of object pose, which means the percentage of pose predictions with rotation error < 5° and translation error < 5cm. 10°10cm is defined similarly. 5) **Chamfer distance (CD):** to measure the error of the posed object geometry during tracking, we report an adapted chamfer distance \( CD(C M_{\text{pred}}, C M_{\text{gt}}) \) in which \( CD(M_1, M_2) = \frac{1}{|M_1|} \sum_{x \in M_1} \min_{y \in M_2} \|x - y\|_2 + \frac{1}{|M_2|} \sum_{y \in M_2} \min_{x \in M_1} \|x - y\|_2 \).

#### Results of Hand Pose Tracking and Reconstruction

In Table 1, we compare our method against state-of-the-art single-frame point cloud-based method HandFoldingNet (Cheng, Park, and Ko 2021), depth-based method VirtualView (Cheng et al. 2022) and A2J (Xiong et al. 2019), as well as an optimization-based tracking method Forth (Oikonomidis, Kyriazis, and Argyros 2011a). All the methods are trained on our SimGrasp and tested on real datasets without any finetune. Our method shows promising results on real world datasets, which demonstrates the generalization ability and robustness to domain gap.

In addition to predicting hand joint positions, our method also reconstructs the hand mesh. We observe that although the joint error actually increases after using the inverse kinematic network to convert joint positions into the MANO hand mesh, the following hand object optimization module reduces this error and achieves the best performance among all methods on the two real datasets. For the penetration depth and the disjointedness distance, they benefit from optimization as well, dropping by about 3mm on both real datasets. Apart from quantitative results, the visual quality of our reconstruction is also improved (see our Supp.).

#### Object Pose Tracking and Reconstruction

Since the object mesh is unknown for the sequences in the wild, instance-level object pose tracking methods aren’t suitable for this scenario. Therefore we choose the state-of-the-art point cloud based category-level object pose track-

<table>
<thead>
<tr>
<th></th>
<th>HO3D</th>
<th></th>
<th>HO3D</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MPJPE</td>
<td>PD, DD</td>
<td>MPJPE</td>
<td>PD, DD</td>
</tr>
<tr>
<td>Forth</td>
<td>4.04</td>
<td>-</td>
<td>4.19</td>
<td>-</td>
</tr>
<tr>
<td>HandFoldingNet</td>
<td>2.93</td>
<td>-</td>
<td>3.78</td>
<td>-</td>
</tr>
<tr>
<td>A2J</td>
<td>4.03</td>
<td>-</td>
<td>3.52</td>
<td>-</td>
</tr>
<tr>
<td>VirtualView</td>
<td>2.73</td>
<td>-</td>
<td>3.05</td>
<td>-</td>
</tr>
<tr>
<td>HandTrackNet</td>
<td>2.11</td>
<td>-</td>
<td>2.75</td>
<td>-</td>
</tr>
<tr>
<td>w/o hand-obj opt.</td>
<td>2.34</td>
<td>1.4, 1.5</td>
<td>2.99</td>
<td>1.8, 1.8</td>
</tr>
<tr>
<td>w/ hand-obj opt.</td>
<td><strong>2.06</strong></td>
<td><strong>1.1, 1.2</strong></td>
<td><strong>2.69</strong></td>
<td><strong>1.5, 1.4</strong></td>
</tr>
</tbody>
</table>

Table 1: Hand pose tracking. The last three lines are ours. All the methods are trained on SimGrasp and directly tested on real world dataset. ‘-’ denotes the method doesn’t reconstruct the hand shape thus can’t be evaluated for those metrics. All metrics are reported in cm.
Table 2: Object pose tracking. The first three lines are the result of CAPTRA and the last three are ours. ‘†’ denotes that the object category has symmetry and its rotation is evaluated by the error of symmetric axis direction.

<table>
<thead>
<tr>
<th></th>
<th>HO3D</th>
<th>DexYCB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bottle</td>
<td>bowl †</td>
</tr>
<tr>
<td>CD(cm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5°5cm(%)</td>
<td>15.7</td>
<td>23.5</td>
</tr>
<tr>
<td>10°10cm(%)</td>
<td>48.5</td>
<td>42.3</td>
</tr>
<tr>
<td>CD(cm)</td>
<td>2.84</td>
<td>3.97</td>
</tr>
<tr>
<td>5°5cm(%)</td>
<td>43.7</td>
<td>38.5</td>
</tr>
<tr>
<td>10°10cm(%)</td>
<td>68.9</td>
<td>64.1</td>
</tr>
<tr>
<td>CD(cm)</td>
<td>2.06</td>
<td>2.46</td>
</tr>
</tbody>
</table>

Table 3: Ablation study on HandTrackNet.

<table>
<thead>
<tr>
<th></th>
<th>MPJPE(cm)</th>
<th>SimGrasp</th>
<th>HO3D</th>
<th>DexYCB</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o stereo depth simulation</td>
<td>2.53</td>
<td>2.49</td>
<td>3.68</td>
<td></td>
</tr>
<tr>
<td>w/o canonicalization</td>
<td>1.30</td>
<td>4.73</td>
<td>10.9</td>
<td></td>
</tr>
<tr>
<td>use OBB for canon.</td>
<td>2.83</td>
<td>4.95</td>
<td>4.00</td>
<td></td>
</tr>
<tr>
<td>w/o (J_{t-1})</td>
<td>0.93</td>
<td>2.46</td>
<td>2.95</td>
<td></td>
</tr>
<tr>
<td>w/o rearrange intra-fingers</td>
<td>1.16</td>
<td>2.69</td>
<td>2.82</td>
<td></td>
</tr>
<tr>
<td>HandTrackNet</td>
<td>0.84</td>
<td>2.11</td>
<td>2.75</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4: Robust analysis. We show the mean joint error along time on HO3D dataset with different initialization noise of \(J_{init}\).

Ablation Study

We first verify our stereo-based depth simulation. By replacing the simulated depth with perfect depth, we generate a clean synthetic dataset for training. Figure 3 shows that the performance drops a lot on all three datasets, showing that our simulated sensor greatly reduces the Sim2Real gap.

Then, we examine our canonicalization module. If we simply remove this module or replace it with the preprocessing method OBB, the performance will drop a lot, especially on real dataset, indicating that the canonicalization module greatly improves the generalization ability.

We also show the importance of the last frame’s joint positions \(J_{t-1}\) by replacing \(J_{coarse}\) with a coarse estimation predicted by the bottleneck feature of PointNet++. We observe that the performance drops mainly comes from the temporal inconsistency under occlusion. Finally, we test the rearrangement module used in HandFoldingNet, which doesn’t communicate joint features among different fingers. Without the information from the neighbor fingers, the network becomes easily confused by the joints on the different fingers during tracking. Some typical failure cases are shown in our supplementary materials.

Robustness and Speed

Robustness. We analyze the robustness of our methods against the noisy inputs \(J_{init}\) on HO3D. The initial joint position errors are randomly sampled from Gaussian distributions. We show the results with different standard deviations from 10 to 30mm in Figure 4. We can see that our method is robust to the initialization with some reasonable noise and can keep the joint error at a low level along time.

Tracking speed. Our full pipeline runs at 9 FPS in PyTorch without any C++ or CUDA acceleration tricks on an RTX 2080 Ti GPU. The HandTrackNet and object tracking module runs at 26 and 29 FPS respectively, which can be paralleled. The IKNet can reach 50FPS and the final hand-object optimization runs at 19FPS. It takes 1.15 second to initialize the object and hand shape.

Conclusions

In this paper, we present a hand-object tracking and reconstruction system with powerful generalization capability. Through extensive experiments, our method shows state-of-the-art performance on real world datasets. In the future, we would like to speed up the system by CUDA acceleration and further turn the full pipeline into an end-to-end manner.
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