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Abstract

Amid data privacy concerns, Federated Learning (FL) has emerged as a promising machine learning paradigm that enables privacy-preserving collaborative model training. However, there exists a need for a platform that matches data owners (supply) with model requesters (demand). In this paper, we present CrowdFL, a platform to facilitate the crowdsourcing of FL model training. It coordinates client selection, model training, and reputation management, which are essential steps for the FL crowdsourcing operations. By implementing model training on actual mobile devices, we demonstrate that the platform improves model performance and training efficiency. To the best of our knowledge, it is the first platform to support crowdsourcing-based FL on edge devices.

Introduction

Federated Learning (FL) (McMahan et al. 2017; Kairouz et al. 2021) is a privacy-preserving machine learning paradigm where a shared model is trained by multiple data owners (i.e., clients) without exposing their data. FL is useful for organisations that require training data that are sensitive in nature (e.g., healthcare). However, there exists a gap between model demand and data supply. We present CrowdFL, a platform for crowdsourced FL for task listing, client recruitment, and efficient FL model training. To increase the likelihood of successful training completion amid potential straggling devices, we incorporate a client selection scheme to choose suitable clients for each training task. Upon task completion, incentives are distributed to the clients to encourage participation. Reputation scores are used to track desirable/malicious behaviours of clients in order to ensure quality of data provided. To evaluate the efficiency of CrowdFL, we further test the platform using actual mobile devices and real-world datasets.

System Functions and Architecture

The main features of CrowdFL are listed as follows:

1. Training task listing to recruit clients

Model requesters publicize training tasks and the specific training requirements (e.g., task description, training start time, and data attributes required). This is to match the model requesters with the clients (Figure 1). The model requester also uploads an initial model and a test dataset to be used for model training and testing respectively.

2. Participation in training tasks

A client can view the tasks available (Figure 2) and choose to participate in the training tasks for which they meet the requirements (Figure 3). Clients that have registered their interests will each receive a unique training ID that serves as a token identity for the task.

3. Client selection

To mitigate potential client misbehaviours and improve training performance, CrowdFL selects the top K clients based on a weighted client score considering the CPU, RAM, storage and reputation score of the client device.

4. Model training via FL

Using their local data, clients collaboratively train the shared model while keeping the training data on devices. This is done by sending parameter updates rather than data to the server. The server then applies the Federated Averaging (FedAvg) (McMahan et al. 2017) algorithm to update the global model. In case of a broken connection, training is resumed using a unique identifier present in each communication message. If the client is unreachable, the platform reaches out to backup clients instead of completing the training. After a specified number of rounds, the model requester can download the final model and access its performance statistics (Figure 5).

5. Incentive and reputation scheme

After the training, the clients receive points for participating in the task. These points may be exchanged for monetary rewards. The clients’ reputation scores are also updated (Figure 4) to penalize client device drop-outs or uploading of anomalous model parameters.

The system (Figure 6) consists of three main components. The mobile application is where the data and model requesters are matched, and where FL training occurs. The application downloads the FL model from the server and reads data from on-device storage for local training. For the back-end server, Spring Boot framework is used to implement REST API for convenient data management. CrowdFL uses WebSocket communication for low latency transfer of model weights between the server and clients.
To evaluate CrowdFL, we utilize four mobile phones (specified in Table 2) and training data from the Pima Indians Diabetes Database (Smith et al. 1988) and Bank Customer Churn Dataset (kaggle.com/kmalit/bank-customer-churn-prediction).

We compare the performance of FL with the benchmark centralised approach where all training data reside on the server. As shown in Table 1, CrowdFL achieves comparable performance as the benchmark on both the classification and regression tasks while preserving client data privacy.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Criterion</th>
<th>Benchmark</th>
<th>CrowdFL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>Accuracy</td>
<td>0.6545</td>
<td>0.6492</td>
</tr>
<tr>
<td>BankChurner</td>
<td>MSE</td>
<td>0.5705</td>
<td>0.6085</td>
</tr>
</tbody>
</table>

Table 1: Model performance of CrowdFL

To test the effectiveness of our client selection mechanism, we carry out experiments with and without the use of reputation mechanism based client selection. Of the three clients, we initialize one to have lower reputation score (i.e., due to its missing data values from previous training iterations). When the reputation score based client selection is not adopted, those with missing data values are allowed to participate in training. This results in a significant decrease in model accuracy from 0.65 to 0.58.

For time sensitive tasks, mitigating straggling clients is important. When CrowdFL does not use device scores to select clients, all clients participate and the training is completed within 147 seconds, as the client with the lowest computation capability is included. With the use of the device score, the Device 1 (Table 2) was dropped and the training time decreased to 127 seconds.

<table>
<thead>
<tr>
<th>ID</th>
<th>Free RAM (MB)</th>
<th>Free Memory (MB)</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>113</td>
<td>109</td>
<td>Galaxy A5</td>
</tr>
<tr>
<td>2</td>
<td>254</td>
<td>193</td>
<td>OnePlus 5t</td>
</tr>
<tr>
<td>3</td>
<td>186</td>
<td>21</td>
<td>Galaxy A51</td>
</tr>
<tr>
<td>4</td>
<td>251</td>
<td>23</td>
<td>Note20</td>
</tr>
</tbody>
</table>

Table 2: Specifications of devices used in the training task
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