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Abstract
This paper presents a structured activity based on a game design to introduce k-12 students in the topic of supervised machine learning from a practical perspective. The activity has been developed in the scope of an Erasmus+ project called AI+, which aims to develop an AI curriculum for high school students. As established in the AI+ principles, all the teaching activities are based on the use of the student's smartphone as the core element to introduce an applied approach to AI in classes. In this case, a smartphone-based game app is developed by students that includes a neural network model obtained with the "Personal Image Classifier" tool of the MIT App Inventor software. From a didactic perspective, the students dealt with supervised learning to solve a problem of image classification. The main learning outcome is the understanding of how relevant it is to develop a reliable machine learning model when dealing with real world applications. This activity was tested during 2021 with more than 50 students belonging to six schools across Europe, all of them enrolled in the AI+ project.

Introduction
The AI+ project is an educational innovation initiative which has been funded by the European Union through the Erasmus+ program (Alplus project 2019). It encompasses six secondary schools from five different European countries (Spain, Italy, Slovenia, Lithuania, and Finland), which aim to develop an AI curriculum for students ranging from 15 to 17 years old. The project is leaded by the University of Coruña (Spain), which proposes the specific teaching units (TUs) that make up the curriculum. They contain specific theoretic concepts about the different AI topics, as well as structured activities to train them (Guerreiro-Santalla 2020). These TUs are revised by the teachers of the six schools and tested with their students, which provides feedback to the leading team to improve them. Finally, the TUs are published in the project website to make them available to all the teaching community (Alplus results 2021). It must be highlighted that the work carried out in this project has been the basis of a new official subject in high school (Introduction to AI), offered to all secondary schools at Galician region in Spain in 2021/22 (Xunta 2021).

The AI approach behind all the TUs is that of intelligent agent. Hence, AI systems must be presented to students as agents that receive percepts from the environment, real or simulated, and perform actions to fulfill their objectives in an autonomous way. To achieve a successful response of the AI system, many internal processes occur (representation, reasoning, learning) which make up the core topics of the TUs. This perspective of AI fits with the recommendations of the European Commission (2018) for the future digital education plans, focused on "specific AI", instead a more theoretical and general perspective. This view is also followed by one of the most popular textbooks in the field (Russell&Norvig 2021), in its last edition.

The AI teaching perspective followed in AI+ is mainly practical, based on programming intelligent agents running on real-world devices and solving specific problems, what is known in the field as embedded intelligence (Allipi 2014). This requires relying on some specific hardware elements to implement the teaching material. To this end, a key premise in the project is that of using the student’s mobile phone (Smartphone) as the central technological element for all educational material to be developed. Current smartphones have the technological level required for AI teaching in terms of sensors, actuators, computing power and communications; and they will have it in the future.

We are aware that reliance on smartphones can be problematic, either because some schools do not allow their use, or because some students may have limited access to these devices due to their cost. However, this is becoming less common, and it is possible for schools to obtain used devices through donation campaigns by other pupils, or from local...
public institutions. It should be noted that the activities proposed here do not require an active telephone or data connection, as the school's WI-FI is used.

Starting from the remarkable work carried out in the AI4K12 initiative (2021) and including the experience of the leading group of the AI+ project, 8 AI topics that must be considered at this educational level have been already established (Guerreiro-Santalla 2020): perception, actuation, representation, reasoning, learning, collective intelligence, motivation and SEL (sustainability, ethics, and legal aspects of AI). To introduce these topics using the Smartphone, three AI application fields have been selected: intelligent smartphone apps (using App Inventor (2021)), autonomous robotics (using the Robobo robot (2021)) and Internet of Things (using the Home Assistant platform (2021)). Currently, six TUs have been already published, all of them focused on developing intelligent Smartphone apps with App Inventor (Aplus results 2021). The second block of TUs, centered on intelligent robotics, are under development.

This paper presents a structured activity corresponding to TU4. It is focused on introducing supervised machine learning to K12 students by means of a practical activity where they have to develop a smartphone-based game app using the "Personal Image Classifier" of App Inventor (PIC 2021). As explained in (Gresse von Wangenheim 2021), many teaching activities have been developed to introduce machine learning in K12. Most of them are focused on supervised learning and image classification, as the one proposed here. The main reason for this abundance is the existence of several online tools (Marques 2020) that allow to download images from the internet, create the model in an easy way (no programming), train it, and analyze its response quickly. This way, all the stages involved in machine learning can be performed at easily classes and in a short time.

What is new in the activity proposed here is the final “product” that students develop. They use a standard App Inventor extension, like other proposals (Marques 2020), but only as an intermediate step to create a model that is used in a real game app. Consequently, the TU assessment is based, not only on the machine learning model, but on the whole game experience. Hence, this work encourages the relevance of AI topics (learning in this case) associated to their necessity for a practical application. Students must understand that the learned model provides the game with an “intelligent” capacity that is mandatory to make it work properly, having no real interest without it.

As a complementary material, the resource presented here provides the option to introduce students in the field of artificial collective intelligence (multiagent systems), a novel topic in AI education at K12 to our best knowledge (Weiss 2000). To do it, once they have finished a first version of the game app, an improvement is proposed to include non-local information from other players, so a collective version of the intelligent game is developed too. This extra part of the resource corresponds to TU5 in the AI+ curriculum.

**Resource Description**

The proposed activity is based on the development of a smartphone app, called Capture it!, using the MIT App Inventor software, to monitor a Scavenger Hunt game. This is a very popular type of collective game which objective is to find hidden objects in the real world, normally, following clues. The players can be individuals or groups. In this case, the game is monitored by the app, which manages the advance by interacting with the players through the smartphone screen and the speaker. First, the app displays the object that must be found (from a set of predefined ones, as it will be explained later). Once found, the player must take it a picture using the smartphone’s camera. The app recognizes the object using a previously learned classification model and notifies the user if it is the correct one or not. If it is not, the user must continue searching for it, while if it is, a new object is proposed. When all the predefined objects are found, the app will inform of the total time used to overcome the challenge. The player/team that has taken the shortest time, is the winner. A video has been created which summarizes the app functioning\(^1\).

As it can be observed, it is not a typical smartphone game, because the game itself takes place in the real world, where the objects must be placed and discovered. But the app must manage the overall functioning, controlling the correct realization and finalization. Two versions of the game are proposed here. In the first one, the game only works with local information. In the second one, optional, information from other players, taken from the cloud is used, creating a more challenging collective version of the game to introduce students in multiagent systems. In both cases, the game has been highly interesting and motivating for students.

**Target Age Group**

This activity has been designed for students in upper secondary school or high school levels (age ranging from 14 to 17) with a basic technical background. To adequately meet the learning objectives of the resource, they should have the following prior knowledge:

- **Programming**: basic level on block-based programming, conditionals, loops, variables, lists and functions.
- **Specific software**: basic knowledge of MIT App Inventor is assumed, for instance, by performing the introductory courses available at their webpage (App Inventor, 2021).
- **Mathematics**: fundamentals of algebra and functions. It is very important that students understand the concept of

---

\(^1\)https://bit.ly/3tIspy
AI Concepts Addressed

The main objective of this activity is to introduce students to the fundamentals of machine learning with an applied perspective. More specifically, students are trained in the concepts of image classification by means of supervised learning with artificial neural networks. As a complementary activity, they are introduced in the scope of artificial collective intelligence, by learning the potential of introducing remote sensing and actuation in an AI system, moving from an intelligent agent to a multiagent system. The AI concepts that must be taught to students from a theoretical perspective are organized in four parts.

First, in the scope of AI, teacher must explain that machine learning relies on algorithms that run in a computer-based system, and that are able to create mathematical models from data. These models generalize their output to other datasets different from those used for learning.

Second, it must be introduced to students that, in the field of Machine Learning, three main types of computational techniques are considered: supervised learning, unsupervised learning and reinforcement learning. The main differences between them should be explained, reinforcing those stages that are common (data preparation, training, validation), and those that are particular to each type.

Third, students must be trained in this activity in the specific case of supervised learning for classification. A previous explanation about the difference between regression and classification problems should be performed. They will train a neural network model for image classification, so the fundamentals of artificial neural networks must be explained. In this scope, only a multilayer perceptron model is introduced, with basic explanation of the feed forward execution. Backpropagation of the error is introduced too, but only in a visual way, without detailing the mathematical background.

Finally, once they understand the type of learning process they will implement, they must go deeper in the 4 main stages of a machine learning process:

1. **Data preparation**: explaining that the images used for learning must be appropriate in terms of representativity (containing the target object clearly, no interference with others, and adequate size), quality, and diversity (rotations, angles, colors...).

2. **Artificial Neural Network fundamentals**: explaining the main parameters that can be adjusted in the tool, and their influence in learning (number of layers, number of neurons, learning rate, and epochs).

3. **Model validation**: introducing the relevance of a formal model validation, including the main performance metrics, like confidence, and highlighting the importance of using cross validation techniques to obtain reliable models. The model validation is a key aspect here because the app functioning relies on it.
(4) **Model usage:** explaining that the result of the learning process is an array of adjusted parameters of the model that can be easily implemented in a program and used in real time in the app.

As an additional activity, students can be introduced on the basics of artificial collective intelligence (multiagent systems), that is, the intelligence that can be achieved when multiple AI systems are interconnected. As an introductory case, this resource includes a cloud database in which the apps can publish and query information. It is a simple type of centralized communication, where all the synchronization and coherence issues are solved, but it allows students to develop a collective version of the game, where each player receive information of the opponents in real time.

In a transversal way, this activity will also help students reinforce concepts from perception and actuation in AI. Concerning perception, the app uses different sensors: the camera to capture the objects; the microphone to record the user's speech, and the touch screen, where the user can click on buttons. Regarding actuation, the app includes the screen, on which the game information is displayed; and the speaker, communicating the end of the game by voice.

### Expected Learning Outcomes

At the end of the activity, students should understand that learning is a key property of any intelligent system to provide it with the capacity of improving from experience. They should understand that situations that were not previously seen or programmed can be addressed, and even anticipated, by including a machine learning model. Moreover, they should obtain specific knowledge about the four stages of machine learning explained above.

This activity encourages the practical relevance of machine learning. Once they finish their app, students understand that the reliability of the image classification model is the key feature of their game, which makes it “intelligent” and interesting for a player. All the remaining aspects of the app programming, like the user interface, and the internal algorithms imply a hard work for them, but the intelligence of the game relies on the learned model.

A third learning outcome is a consequence of developing real-world AI systems that interact with human users: the intelligence of a system depends in a great manner on the user perception. For example, some players with a higher technical background could perceive that the developed game uses a simple matching between objects and pictures, while others could perceive a real intelligence behind it, with a feeling of “astonishment” against AI. In this sense, students must understand their responsibility as AI developers when creating systems dealing with humans, realizing the ethics behind machine learning.

Lastly, regarding multiagent systems, the main aspect that students should learn is that of managing remote information, both for perception and actuation. This concept implies that the intelligent agent does not rely only in local information, and it can communicate with others. From a practical perspective, they will learn how to coordinate the app functioning depending on this global information exchange.

### Capture It!

Figure 1 displays a diagram which summarizes the steps that should be followed to develop this structured resource. The main activity, left part of the diagram, has been structured in two tasks, the first devoted with the model and the second one focused on the game programming, where the model is included. This order can be interchanged if preferred.

Activity 1 starts by introducing students with all the machine learning theoretical concepts previously commented. This could be done through a master class, or providing students with material (papers, books, or multimedia), so they can review these concepts autonomously. This last approach is the one proposed in TU4, where the student version of the TU contains links to reference material.

After the theoretical introduction, all students start with the model learning. The first step must be to decide the number and type of objects each group wants to detect in their specific game, keeping in mind that there must be at least 3. Some recommendations are provided in the TU4, like using small objects, easily identifiable, and available at schools. For instance, fruits, bottles, or cups are used in the examples of the TU4. The next step is to open the Personal Image Classifier module of App Inventor 2 on a web browser (PIC 2021). It allows to create an artificial neural network model using supervised learning to perform image classification by means of a simple web interface, without requiring programming. To use it, students must follow the next 4 steps:
Add Training Data: students should upload their set of images and assign them their corresponding tag. As it was introduced in the theoretical part, data adequacy is key for a proper learning, both in quality, representativity and number. Students can take pictures of the selected object with the smartphone’s camera, or they can download images of equivalent object from the internet. For instance, taking pictures of a single apple will make a model better adapted to this specific type of apple, but with low generalization to other types. If students use a wider range of images of apples, taken or downloaded, the model will be more general, and the game could include different types of apples. In this case, the model learning is more complex, so obtaining a higher confidence is not easy. Teachers should highlight these concepts of generalization vs specificity because they are very important in the real application of the model, and the game experience for the user.

Select Model: students must select the parameters that configure the neural network and the learning algorithm, as explained in the theoretical part. A default set of values is recommended in the TU for 3 objects, but students should try different configurations and reason about the best result.

Add Testing Data: once the model has been trained, the application allows to test it. To do it, students must introduce a set of images different from the training one, that will be recognized by the model.

View Results: finally, the test results are displayed using the confidence measure previously explained. If the result is successful, the model can be downloaded to insert it in the App Inventor program. If it is not, students should analyze what is happening, and return to step 1 to include better images, or to step 2 to change the model. In TU4, assuming that students have used representative images, it is recommended to back to step 2 and try a different parameterization, as recommended by the teacher.

Once activity 1 is finished, it is time for the students to develop the Smartphone app in App Inventor. It is important to point out that the game development requires an intermediate level of programming skills, mainly in the knowledge of App Inventor. To cope with the existence of students with different initial levels and autonomy, two options for developing the app are proposed. Firstly, a guided one, where students can follow a programming template available at (TU4 2021). Secondly, an autonomous one, where only some basic specifications must be respected, but the programming is open. These specifications, valid for both options, are:

- Include the learned model in the app with the Personal Image Classifier component.
- Show the object name to be found on the screen.
- Have a viewfinder to capture pictures of detected objects.
- Show a timer on screen while the user is playing.
- Have a button, or similar, to check whether the captured object is correct or not.
- Show a message indicating if the captured object is correct or not.
- Control that all objects are found and show a message with the time spent.
- Reproduce a voice message when the game is over and ask the player if he/she wants to play again.
- Perform voice recognition to capture player’s answer to play again.
- Restart or finish the game according to the user’s answer.

The template includes the app structure in terms of screens, sections, program flow, and other functions already implemented. The aim is to avoid the aspects more specific of App Inventor and programming, leaving for implementation all those features that have to do with AI. Figure 2 displays a scheme of the template structure that is available for students, to help them to understand the functions included.
on it. Right labels correspond to game functionalities that have code associated to them. Students must develop, mainly, all those under the Section 2 “Object Capture”, as explained with detail in the TU pdf file (TU4 2021).

As this programming can be tricky, a total of 5 hours is recommended for students to perform it. A global solution is provided in the resource, mainly for the teachers (TU4 2021). Screen captures of the final game aspect are shown in Figure 4, which correspond to the template design. Left image corresponds to screen1, the opening screen. When the user clicks the start button, the middle image appears (screen2), where the user can see the name of the object to find, the camera viewer, and a button to check if the focused object is the correct one. This check button fires the model execution, that provides a confidence value. This value must be properly used by students to show if the detection was correct. This is what can be seen in the right image of Figure 4, in this case, displaying that the object was the expected one. The correct game functioning must be tested by playing the game with different students in several executions, so drawbacks can be detected and solved. It must be remarked to students to validate the model operation in real situations.

Additional Activity

Once the main version of the Capture it! game has been developed and tested, an optional activity can be proposed to improve the game experience, focused on artificial collective intelligence. The right part of the diagram of Figure 1 displays the steps that should be followed to develop this part, which has been organized in three sub-activities.

Activity 1 encompasses the theoretical introduction to students to artificial collective intelligence (multiagent systems). Again, in the proposal included at TU5, the student version of the TU contains links to reference material that can be autonomously checked by them.

Activities 2 and 3 are devoted with the main programming aspects to include the collective features in the game. They are based on the use of a cloud database in the program. In this case, it has been decided to use the one provided by App Inventor, CloudDB, which includes a component to store data in the cloud and allows multiple users of the app to communicate over multiple devices. As commented above, the learning outcome of this optional part is to realize the potential of using remote information and actuation in an AI system. It is important to remark that the intelligent features of this version do not come from using a database, but from the learned model in the individual apps.

Again, this optional part can be developed by students in a guided manner using a provided template, or in autonomous fashion. In both cases, they must start from their app version created in the previous activity, and modify it to include the three following improvements:

1. Before starting the game, each player will have to log in with a username. This way, as shown in the left capture of Figure 3, every time an object is found, the specific object and the username can be remotely notified to the rest of players (Activity 2).

2. The game finalization should be notified to all players at the same time (middle image). In the previous version, as players can be in different locations, the only way to establish the winner was to meet and compare the elapsed times (Activity 2).

3. As time goes by, the application should send warnings to the players to let them know that they should hurry up. These messages should be different and more alarming as the minutes pass to capture the attention of the players. For instance, the right image of Figure 3 shows an example of message. In this improvement, it could be also notified that other team has already found a given object (Activity 3).

The final version of the collective game should be properly tested, in this case, by playing the game several times with different objects and different number of teams to validate the information exchange in real time.

Evaluation

To take the maximum advantage of this resource, a specific evaluation scheme is proposed, which focuses the assessment accordingly to the activity approach and methodology:
• **Final test of the app:** each group must show their app in normal operation, that is, playing the game. The teacher must perform a check of the final solution, reviewing if all the specifications have been considered, and if it can be used with reliability, mainly, if the learned model responds as expected. In addition, the students must submit their code, so the teacher can test it if required. As this is not a programming activity, the assessment emphasis should not be on the code quality, but in its functioning.

• **Final test of theoretical concepts:** at the end of the activity, students should fill a short survey focused in the main AI concepts treated, mainly, supervised machine learning and, optionally, artificial collective intelligence. An example was included in the evaluation section of the TUs.

• **Ongoing work:** the implication of students during the activity development should be considered too, being a very important aspect in the evaluation of any PBL methodology. This assessment should consider the work developed in each of the assigned roles. To this end, the TU contains individual rubrics that the teacher should fill every week.

**Implementation Results**

All the TUs already implemented in the scope of the AI+ project have been tested by the six partner schools before they were made available. In each of these schools, there is a group of teachers and students involved in their implementation and testing. Specifically, eight teachers and fifty students were enrolled in the AI+ during 2021, with different digital skills and ages (ranging always from 14 to 17). All of them carried out the two activities presented here during 2021. They were developed mainly in online fashion due to the COVID-19 restrictions, but most of them were carried out in groups of two, as recommended.

The version of the activity that has been described here was not the original one, but it has been improved after receiving feedback from the teachers. For instance, according to the PBL methodology, the original version was mainly autonomous in terms of the app programming. Only design specifications were provided, and students could create the app on their own. But following teachers’ recommendations, a more guided option was included, as explained above. One of the schools took this decision to focus learning in AI topics, avoiding programming ones. The remaining schools considered that their students did not have enough programming background in App Inventor to create a reliable app in an autonomous way, being this final functioning a key aspect in the final evaluation.

At the end of the activity realization, students answered a questionnaire to find out what they learned terms of machine learning. Analyzing the results, the main learning outcomes were successfully obtained, mainly in terms of understanding of the machine learning involved processes, and in the relevance of creating a reliable model that can be used in a real application, in this case, a game. The feedback forms provided by teachers, the results of this questionnaire for one of the groups (15 students), and some of the final implementations are available for review.

**Inclusivity**

In the AI+ project, and with the activity presented here, it is not only intended that students learn about AI and improve their digital skills, but also to reduce the gender gap and promote equal opportunities between regions. In the first issue, the global training in AI that is proposed for high school students, will provide girls with a clear view of this field before they enter to the tertiary education, opening them new opportunities to jobs requiring high quality specializations.

In the second case, providing all regions with open-access teaching material of high quality and technological impact, will help to provide equal opportunities between different states regardless of their economic capacity. In addition, a large majority of secondary school students have their own Smartphone, so they can use it for learning, as proposed in the project. This significantly reduces the cost of introducing this discipline and equalizes regions again.

**Conclusions**

A structured activity to introduce K12 students in supervised machine learning from an applied perspective has been described. This resource was implemented by 50 students in 6 different European schools in the realm of an Erasmus+ innovation project called AI+. The learning outcomes were very successful, mainly in the students’ understanding about the potential of including machine learning models in real applications to provide them with valuable intelligent features. Moreover, and additional activity has been described, to introduce the basics of artificial collective intelligence by including remote sensing and actuation to the original app.
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