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Abstract
Web search engines focus on serving highly relevant results within hundreds of milliseconds. Pre-trained language transformer models such as BERT are therefore hard to use in this scenario due to their high computational demands. We present our real-time approach to the document ranking problem leveraging a BERT-based siamese architecture. The model is already deployed in a commercial search engine and it improves production performance by more than 3%. For further research and evaluation, we release DaReCzech, a unique data set of 1.6 million Czech user query-document pairs with manually assigned relevance levels. We also release Small-E-Czech, an Electra-small language model pretrained on a large Czech corpus. We believe this data will support endeavours both of search relevance and multilingual-focused research communities.

Introduction
Web search engines are used by billions of people every day. Powered by results of decades of information retrieval research, they help find the documents people are looking for or directly answer their questions.

While basic query-document matching according to whether the documents contain all the words from the query might be sufficient for small document collections, the ever increasing quantity of documents available on the web makes it usually impossible for the user to go through all results that match given query words. Moreover, because of query-document vocabulary mismatch (Zhao and Callan 2010) and multiple possible word meanings, simple matching might exclude relevant documents. Therefore, there is a need for sophisticated natural language understanding (NLU) and document ranking methods. As the tasks might be intuitive for humans but difficult to describe algorithmically, such methods are usually based on machine learning utilizing examples provided by human annotators.

A popular document ranking model option is a Gradient Boosted Regression Trees (GBRT) ranker (Zheng et al. 2007). It allows to easily and robustly combine hundreds of ranking features ranging from classical ones like BM25 (Robertson and Walker 1994) or PageRank (Page et al. 1999) to outputs of other statistical models. A number of features deal with the relevance of a document text to the query, which is basically a natural language processing (NLP) task.

Recently, the NLP community embraced BERT (Devlin et al. 2018) inspired by the influential transformer architecture (Vaswani et al. 2017). While BERT variants reach SoTA performance on many NLP tasks, they are computationally demanding and thus difficult to deploy in a search engine that strives to deliver results to users under a second.

In this work, we create a new text relevance model based on Electra-small (Clark et al. 2020) (a variant of BERT) that improves relevance ranking while being sufficiently fast. We use the siamese architecture (Reimers and Gurevych 2019) that allows us to precompute document embeddings and compare them with a query embedding at search time. We discuss several methods to compute the relevance score from the query and the document embeddings and propose a new neural-based interaction module.

Related Work
This section provides an overview of related work. It describes transformer models, model compression and siamese transformers. The section is concluded with reviews of existing datasets for document ranking.

1https://github.com/Seznam/DaReCzech
2https://huggingface.co/Seznam/small-e-czech
Transformer Models
Transformer model architecture, introduced by Vaswani et al. (2017), brought a revolution into NLP. They proposed an encoder-decoder model, intended for sequence transduction, based on a multi-head self-attention mechanism that enabled to learn long-term dependencies.

Devlin et al. (2018) introduced BERT, which was a novel encoder-only language model pre-trained on a large text corpus through masked tokens and next sentence prediction. Subsequently, the model was fine-tuned on a plethora of NLU tasks and reached SoTA results. Here, we rely on Electra (Clark et al. 2020), which shares its architecture with BERT, but it promises more efficient pre-training and it has been demonstrated that it can be trained in a smaller configuration than the one known as BERT-base (14M vs 110M parameters) without a dramatic drop in performance.

Knowledge Distillation and Model Compression
Knowledge distillation is a technique for transferring knowledge from large or ensemble models (teachers) to their smaller or single counterparts (students) (Bucilă, Caruana, and Niculescu-Mizil 2006). Current transformers, though SoTA, are prohibitively slow to use in some settings, such as real-time web search. Therefore, many works have been dedicated to distilling knowledge to more compact models, e.g. Sanh et al. (2019) introduced DistilBERT, a compressed model with 6 layers, which resulted in 2.5× speedup while retaining 97% of the performance of BERT-base.

During our work, we also distilled smaller variants of our Electra model having promising results. Although they provided us with a single-digit speed-up, calculating all query-document embeddings during online serving was still infeasible and we thus focus on siamese models.

Siamese Transformers
Siamese architecture (Reimers and Gurevych 2019) is an orthogonal approach to speeding up online inference by offline pre-computation of document embeddings. In this setting, the model is separately fed two texts to obtain their embeddings. Subsequently, these two vectors are compared using, e.g. cosine similarity to estimate a similarity score.

This approach was proved to be proficient in a first-stage document retrieval. Zhan et al. (2020) computed the document relevance to a query as the scalar product of their embeddings and showed their BERT-based solution beat four traditional IR baselines.

Similar approach with some additional adjustments was considered for ColBERT with likewise promising results (Khattab and Zaharia 2020). There, the similarity between a query and a document is evaluated over a bag of embeddings (i.e. there are multiple vectors for a query or a document). This, however, leads to high memory requirements as all embedding vectors need to be stored.

Lu, Jiao, and Zhang (2020) presented TwinBERT, which is likely the closest work to ours. In that work, they first obtained query and document embeddings through CLS retrieved from the last BERT’s layer. Afterwards, they compared the embeddings using an interaction module which took an element-wise maximum of two embedding vectors and ran it through a residual fully-connected layer followed by a logistic regression layer to obtain the relevance score.

Our work differs from Lu, Jiao, and Zhang (2020) in several aspects. (1) We use Electra instead of BERT due to more efficient pre-training. (2) We explore a deeper structure for the embedding interaction module. (3) We evaluate our model in the scenario of a web search instead of a sponsored search. (4) We fully focus on Czech, which is a much less resource-rich language than English. We release the manually annotated dataset to further support this research.

Review of Existing Datasets
To the best of our knowledge, there is no annotated dataset in Czech for relevance ranking. Also, many datasets for document retrieval tasks were collected several years ago and are therefore outdated. The non-exhaustive review of some of the most prominent datasets is provided below.

The dataset most related to ours is MS MARCO (Bajaj et al. 2016). This dataset contains a collection of 1M user queries, together with 8.8M passages retrieved from 3.6M web documents obtained by the Bing search engine. In contrast to ours, all data are in English. Another dataset based on the Bing search logs is ORCAS (Craswell et al. 2020) containing 20M query-document pairs, although it lacks annotations for any relevance task.

TREC2009 Web Track (Clarke, Craswell, and Soboroff 2009) overviewed retrieval techniques, and was based on a large corpus of 10 billion web pages in 10 languages crawled in 2009 called ClueWeb2009.3 TREC2009 consists of several tasks including ad-hoc search where the aim was to provide a list of most relevant documents for unseen topics.

Another two datasets (US and Asian versions) were published by Yahoo for a learning-to-rank challenge (Chapelle and Chang 2011). They consist of annotated query-document pairs accompanied with relevance labels. All queries originate from real Yahoo search logs.

Problem and Data
For performance reasons, the document index currently has about 200 shards on 100 machines and the relevance ranking in the search engine consists of several stages (similar to those described by Yin et al. (2016), see Figure 1 for an illustration). First, the retrieval stage selects documents containing all words from the original query or its enhanced variants (generated by typo correction, declension, etc.). Then the so-called Stage-1 selects about 20 000 candidate documents using a GBRT ranker with fast features (PageRank, BM25 variants, etc.). In our research, we focus on Stage-2, which selects top 10 documents, again using a GBRT ranker. In addition to the features from Stage-1, Stage-2 uses also more complex ones (text relevance utilizing distances of query words matches in the document, etc.), totalling to more than 500 features. Finally, the top 10 documents are reordered by Stage-3.

We improve Stage-2 by adding a new feature to the GBRT ranker. This is not easy as the ranking features have been
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3http://lemurproject.org/clueweb09/
DaReCzech

DaReCzech is a new Czech dataset for text relevance ranking that we created from the old data pool. It is divided into four parts: Train-big comprising more than 1.4 M query-document pairs (intended for training of a (neural) text relevance model used as a feature in the GBRT model), Train-small (97 k records, intended for GBRT training), Dev (41 k records) and Test (64 k records), which contains the newest annotations. There is no intersection between query-document pairs in the training, development and test data. The basic statistics of the dataset are presented in Table 1.

Table 1: DaReCzech statistics. We report the number of words (whitespace separated) per extracted document body and title, number of annotated documents per query, and P@10 and Discounted Cumulative Gain (DCG) for random ranking (100 runs average) and ideal (oracle) ranking. For number of words and documents we report the mean and 0.25 and 0.75 quantiles.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#records</th>
<th>Words per query</th>
<th>Words per doc</th>
<th>Words per title</th>
<th>Docs per query</th>
<th>Random P@10 DCG</th>
<th>Oracle P@10 DCG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train-big</td>
<td>1 431 730</td>
<td>2 2.9 4 7 533.8 392</td>
<td>3 5.4 8 3 8.1 7</td>
<td>18.1 1.2</td>
<td>22.1 1.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Train-small</td>
<td>97 366</td>
<td>2 3.0 4 1 300.3 198</td>
<td>2 4.5 6 37 52.6 65</td>
<td>36.2 6.9</td>
<td>82.2 8.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dev</td>
<td>41 220</td>
<td>2 2.9 4 2 310.7 218</td>
<td>2 4.5 6 36 52.0 66</td>
<td>34.9 6.7</td>
<td>80.4 8.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td>64 466</td>
<td>2 2.9 4 4 371.9 322</td>
<td>2 5.1 7 7 27.8 43</td>
<td>37.9 3.2</td>
<td>59.3 4.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The relevance labels were mapped from the original annotations as follows: (1) Useful: 1, (2) A little useful: 0.5 (0.75 for Test), (3) Almost not useful: 0.5 (0.25 for Test and Train-big), (4) Not useful: 0. Note that because we track P@10, i.e. the ratio of useful (label > 0.5) documents among top 10, the exact values of other mapped annotations are less important on Dev and Test set.

For an example dataset record, see Table 2. Some documents have empty bodies or titles, either because they did not contain any text in these fields or they were not indexed at the time of dumping the data from the search engine database. We dropped empty documents from the training set, as initial experiments showed this helps the fine-tuning.

Czech Corpus for Language Model Pretraining

For self-supervised LM pretraining, we use an in-house Czech corpus (253 GB) that is once a year generated from documents downloaded by the search engine crawler. During the corpus generation, document language is detected, non-Czech, duplicate, SPAM and too short texts are dropped and the remainder is cleaned and lowercased.
Baseline GBRT Ranker
Relevance ranking in Stage-2 is done by a GBRT ranker using hundreds of features. The exact list changes over time as new features are implemented and old systems are turned off. In our work, we tried to improve a baseline model with 575 features. Examples of the most influential include:

- dynamic text relevance – scores depending on distances between matches of query words in the document, averaged across different generated query variants,
- PageRank,
- logistic regression using a query and title words as features,
- Okapi BM25 and its several variants.

Model Architecture
The core of our system is a Czech Electra model pretrained on the web corpus gathered by the search engine crawler. On top of this model, we build two alternative architectures: First, the query-doc model, which uses a simple linear layer to transform the output of Electra’s [CLS] token into a single number describing the relevance between the concatenated query and document. Second, the siamese model, which uses the underlying Electra model to compute query and document embeddings. These embeddings are further compared using cosine similarity or a small feed-forward network that outputs the final relevance score.

The query-doc model has a clear advantage over the siamese model as it can directly compare subwords of both the document and the query. The siamese model, on the other hand, has to encode all information about a query or a document in a vector of a limited size and compare these later. Nonetheless, at inference time, when the best document should be selected for a query, all query-document pairs need to be evaluated by the whole model for the query-doc approach. This turned out to be computationally infeasible even in Stage-2 as 20 000 document embeddings would have to be computed for each query.

In this section, we first describe the query-doc model and the siamese model architectures. We then elaborate on a set of improvements applied to the latter model to decrease the gap between the performance of these two systems while keeping the latency low. Finally, we describe the training details.

Query-Doc Model
The query-doc model follows the original approach for sequence classification (Devlin et al. 2018) by adding an additional linear layer on top of the Electra embedding for the artificial [CLS] token. We add a sigmoid activation to project scores between 0 and 1. The input to this model is a single sequence: a tokenized query and a document representation separated by the special [SEP] token. The model outputs a number predicting the document relevance for the query.

Siamese Model
The siamese model utilizes an underlying Electra model to compute embeddings separately for a query and a document. Similarly to Reimers and Gurevych (2019), we experimented with three strategies of whole token sequence embedding computation: mean or maximum of all output vectors or the output for the [CLS] token. We found the [CLS] token to work best. The embeddings are then compared using cosine distance serving as a relevance proxy.

Improving the Siamese Model
Custom Interaction Module Cosine similarity has proven to be an effective and fast way to compare embed-
proves the stability of training. The query and document embeddings. We found that this implemented with cosine similarity and Euclidean distance between matrices. The output $W$ where the input embeddings "..."

Figure 2: The final siamese model. The tokenized query and document are inputted to Electra separately (tokens $W_q^2$ and $W_d^2$), embeddings from their [CLS] tokens are compared using a custom interaction module. The module comprises a 2-layer feed-forward network and Euclidean distance and cosine similarity, followed by a linear transformation and hyperbolic-tangent non-linearity.

dings (Reimers and Gurevych 2019), but its simplicity might limit performance. Therefore, similarly to Karpukhin et al. (2020), we define a feed-forward network that compares the embeddings and returns a relevance score. The small size of the network ensures that it still remains fast enough.

Following Lu, Jiao, and Zhang (2020), the input to our interaction module is an embedding $e(q)$ of a query $q$ and an embedding $e(d)$ of a document $d$, each being of dimension $n = 256$. First, we compute the element-wise maximum of the input embeddings

$$m = \max(e(q), e(d)).$$

This is processed by two fully-connected layers inspired by the fully-connected block in the transformer model. The first layer maps the input vector to a space with twice as many dimensions and is followed by dropout (drop probability 0.25) and GELU activation (Hendrycks and Gimpel 2016). The second layer maps the vector back to the original space and again applies GELU. We also use a residual connection circumventing the nonlinearity:

$$h_1 = \text{Dropout}_{0.25}(\text{GELU}(W_1m)),$$

$$h_2 = \text{GELU}(W_2h_1) + m,$$

where $W_1 \in \mathbb{R}^{2n \times n}$ and $W_2 \in \mathbb{R}^{n \times 2n}$ are learnable weight matrices. The output $h_2$ of this residual block is concatenated with cosine similarity and Euclidean distance between the query and document embeddings. We found that this improves the stability of training.

$$h_3 = [h_2, \cos(e(q), e(d)), \|e(q) - e(d)\|].$$

Finally, a linear layer with a $\text{tanh}$ activation is used to produce the final relevance score:

$$r = \text{tanh}(w_{out} \cdot h_3),$$

where $w_{out} \in \mathbb{R}^{n + 2}$ is a learnable weight vector.

**Considering Multiple Electra Layers** Tenney, Das, and Pavlick (2019) have shown that different tasks benefit more from different layers of BERT. Following the approach of Kondratyuk and Straka (2019), we do not use only the last-layer embedding of the [CLS] token, but learn a weighted combination of all layer outputs for this token and take that as the embedding of the input sequence.

**Learning with a Teacher** The query-doc model performs better than the siamese one, but is impractical to deploy due to its computational demands. Therefore, we use a variant of knowledge distillation to bridge this gap in quality.

Specifically, for each training sample, we compute the prediction of the query-doc (teacher) model, average it with the original label and use the result as a training label for the siamese (student) model.

**Initialization from the Teacher.** We initialize the student model weights with the fine-tuned teacher weights.

**Ensemble** Ensembling multiple models (i.e. combining their outputs) proves to improve results at the cost of increased inference time (Dietterich 2000). Having a fast enough siamese model, we found out that having two models in an ensemble is a viable option. To diversify the models, only the random seed was changed when training the second one. This affected the initialization of the interaction module weights, the order of training samples and dropout.

We tried combining outputs of the models by taking either the mean or the maximum prediction and found the former to work better.

**Pretraining Small-E-Czech**

An internal 253 GB Czech web corpus was used for unsupervised pretraining. The texts are tokenized into subwords with a standard BERT WordPiece tokenizer (Schuster and Nakajima 2012). The tokenizer is trained on a subset of the corpus and its vocabulary size is limited to 30,522 items.

The Electra model is pre-trained using the official code⁴ in the Electra-small configuration. We train the model for 4 M training steps, which took ca. 20 days on a single GPU.

**Training Details**

We train our model on the Train-big set and select the best checkpoint using early-stopping on the Dev set. Subsequently, we train a GBRT ranker on the Train-small set with our model output as an additional feature and evaluate both on the Test set. All input texts are lowercased to match the pretraining corpus.

We use Adam optimizer with learning rate $5 \cdot 10^{-5}$ without any warmup or learning rate decay to optimize weights of the Electra model and a custom interaction module if present. We use MSE loss for the query-doc and the siamese
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⁴https://github.com/google-research/electra
models. We also experimented with other loss functions such as triplet loss, but found them to perform worse.

We cap each sentence at 128 tokens and train with batches of size 256. For siamese models, we map the labels into \([-1, 1]\) to match the model output range.

For knowledge distillation, our loss function is a mean of MSE between student and teacher prediction (soft labels) and conventional MSE with respect to (hard) gold labels. Otherwise, all training parameters remain the same.

We code our experiments using PyTorch (Paszke et al. 2019) and the Transformers library (Wolf et al. 2020).

The GBRT ranker is trained using the Catboost library with 1500 trees of depth 6, RMSE loss function and early stopping on 100 iterations.

**Results**

In this section, we present the results of training our query-doc and siamese models. We train each model 4 times with different random seeds (affecting the initialization of the custom interaction module if present and the dropouts), select the best checkpoint for each run on the development set and report the mean and the standard deviation of the 4 runs on the test set.

We report two types of results – the first one labeled as Standalone for the respective model being used alone for ranking; and the second one labeled as with GBRT for the respective model being used as an additional feature for a GBRT ranker that already utilizes hundreds of existing features. Note that we use the Train-big data to train the neural models and, subsequently, the Train-small data to train the GBRT ranker with the exception of the production search engine baseline that is trained on the entire Train-big data.

We evaluate the models in two scenarios: (1) on the new DaReCzech dataset, (2) in a production setting.

**DaReCzech**

Table 3 presents an evaluation on DaReCzech dataset. In the top part, we show results of baselines – the random ranking, BM25 and the production GBRT ranker (Search engine baseline), and P@10 achievable by ideal ranking (Oracle).

The query-doc model outperforms the baseline results by a large margin, achieving P@10 46.3 and GBRT P@10 46.93. These results set the upper bound for the siamese model as the query-doc approach may compare tokens of both query and document directly.

Despite its relative simplicity, the feature from the Siamese-Cosine model helps the GBRT ranker by ca. 0.3 percent, but is not very competitive when used alone, and even with the GBRT ranker it lags behind the query-doc approach. When the cosine distance is replaced with a more sophisticated neural based interaction module, the performance improves, and this modification appears as the strongest one.

Using a weighted combination of multiple Electra layers instead of the last layer output seems to improve the performance. However, we found that this may be due to our choice of the interaction module. When the weighting is used with the simplest model with the cosine similarity, it increases its performance only by ca. 0.2.

Both knowledge distillation from a query-doc teacher and weight initialization from the teacher help the model.

All described improvements to the baseline model proved to be effective. Their combination and the final ensemble reduced the gap between the siamese and the query-doc model greatly. Moreover, we can see that already our best non-ensemble siamese model has better performance (45.26) than the baseline production GBRT ranker (45.14). When we add the ensemble output to the features and retrain the GBRT ranker, its P@10 increases by 1.48 to 46.61.

**Real Traffic**

Model evaluation on a fixed test set is cheap and stable, but does not take into account the multitude of documents retrieved for a query in production from which the model can select the top 10. To account for this, 3 000 queries were sampled from the search log. Top 10 documents were retrieved for each using the original GBRT ranker and the new GBRT ranker utilizing new Electra ensemble signals as additional features. The query-documents pairs were then assigned relevance levels by human experts. The new features increased P@10 of the model by 3.8% (relative).

**Ablation Studies**

In this section, we present several ablation studies. First, we inspect the importance of individual document parts. We then explore the effect of training data volume on model performance. Third, we study different interaction modules. Fourth, we evaluate a different initialization of the underlying Electra model and also experiment with bigger underlying models. Finally, we present model quantization results.

**Document Representation**

The document is represented using its title, URL and BTE. To explore the individual effects of these parts on model performance, we trained a different siamese model on each part. No teacher was used during the training, because this
would require training the teacher on the respective data part as well, i.e. we used +weighted CLS model configuration from Table 3. The testing was then performed on the test set comprising only the respective data part. The results of this experiment are displayed in Table 4. We can see that BTE contains the most useful information, but all data parts are useful, as the respective models are significantly better than the random baseline of 37.9 P@10 (see Table 1).

Moreover, we conducted an experiment where the individual data parts are added incrementally, i.e. title, URL and BTE. The results are shown in Table 5.

Table 4: Effect of using only a single data part (no teacher).

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision@10 Standalone</th>
<th>with GBRT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title</td>
<td>42.73 ± 0.09</td>
<td>45.46 ± 0.08</td>
</tr>
<tr>
<td>URL</td>
<td>41.40 ± 0.63</td>
<td>45.37 ± 0.15</td>
</tr>
<tr>
<td>BTE</td>
<td>43.75 ± 0.46</td>
<td>45.76 ± 0.10</td>
</tr>
</tbody>
</table>

Table 5: Effect of using different subsets of document parts (cumulative, no teacher).

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision@10 Standalone</th>
<th>with GBRT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title</td>
<td>42.73 ± 0.09</td>
<td>45.46 ± 0.08</td>
</tr>
<tr>
<td>+ URL</td>
<td>43.74 ± 0.37</td>
<td>45.84 ± 0.17</td>
</tr>
<tr>
<td>+ BTE</td>
<td>44.72 ± 0.39</td>
<td>46.02 ± 0.18</td>
</tr>
</tbody>
</table>

Training Data Volume

We inspect the effect of the number of training samples on model performance in Figure 3. Specifically, for each predefined training set size, we randomly sample this amount of data from the training set and train a siamese model on it. We do not use a teacher and run each experiment four times to account for the randomness in sampling. The results show that the performance increases with the number of training samples, both of the model alone and the GBRT ranker using model output as an additional feature, while the gap between them decreases. The effect on performance slowly levels off, but the model might still benefit from more data.

Interaction Module Variants

As we already discussed in Section Custom Interaction Module, the interaction module comparing two embeddings and returning a single relevance score may be cosine similarity or a feed-forward neural network. The final interaction module we use is a result of several preliminary experiments. We compare here five different architectures:

- Cosine – compares the query and document embedding using cosine similarity
- Single Hidden – a neural network mapping the query and document embeddings into a vector of size 3, concatenating it with their Euclidean distance and cosine similarity and finally using a simple feed forward layer with sigmoid activation to obtain the relevance score
- TwinBERT interaction module as proposed by Lu, Jiao, and Zhang (2020) and described in Section Siamese Transformers. Additionally, we use a weighted combination of token embeddings from different layers as it turned out to consistently improve performance.
- Final w/o cos/Euc – our final interaction module as described in Section Custom Interaction Module but without cosine similarity and Euclidean distance concatenated to the last hidden layer.
- Final – our final interaction module as described in Section Custom Interaction Module

Table 6 presents results and also relative speed-ups of the considered interaction modules. Speed-up measurements regard the sole siamese model, not the GBRT.

Table 6: Performance of the systems utilizing different interaction modules. Speed-up measurements regard the sole siamese model, not the GBRT.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision@10 Standalone</th>
<th>with GBRT</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cosine</td>
<td>42.46 ± 0.15</td>
<td>45.41 ± 0.14</td>
<td>2.7x</td>
</tr>
<tr>
<td>Single Hidden</td>
<td>44.37 ± 0.17</td>
<td>46.06 ± 0.08</td>
<td>1.8x</td>
</tr>
<tr>
<td>TwinBERT</td>
<td>45.09 ± 0.17</td>
<td>46.22 ± 0.11</td>
<td>1.5x</td>
</tr>
<tr>
<td>Final w/o cos/Euc</td>
<td>45.09 ± 0.16</td>
<td>46.30 ± 0.09</td>
<td>1.4x</td>
</tr>
<tr>
<td>Final</td>
<td>45.26 ± 0.22</td>
<td>46.42 ± 0.14</td>
<td>1.0x</td>
</tr>
</tbody>
</table>
gain in the final score, and that our final model surpasses the original TwinBERT interaction module.

**Base Models**

We decided to use Electra-small model due to its small size and high performance. Apart from the Electra-small model pretrained on Czech web documents, we experimented with three other base models:

- Electra-small model with the same vocabulary but initialized randomly
- mBERT (Devlin et al. 2018) – a well-known multilingual BERT language representation model
- RobeCzech (Straka et al. 2021) – Roberta-base model trained on Czech texts

<table>
<thead>
<tr>
<th>Model</th>
<th>Param.</th>
<th>Query-Doc Precision@10</th>
<th>Siamese Precision@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electra (rand.)</td>
<td>13M</td>
<td>44.21/45.67/41.55/45.39</td>
<td>46.30/46.93/42.46/45.41</td>
</tr>
<tr>
<td>Electra</td>
<td>13M</td>
<td>46.30/46.93/42.46/45.41</td>
<td>46.07/46.70/42.46/45.41</td>
</tr>
<tr>
<td>mBERT</td>
<td>167M</td>
<td>46.07/46.70/42.46/45.41</td>
<td>46.73/47.25/40.01/45.20</td>
</tr>
<tr>
<td>RobeCzech</td>
<td>125M</td>
<td>46.73/47.25/40.01/45.20</td>
<td>–/–/–/–</td>
</tr>
</tbody>
</table>

Table 7: Precision@10 of using different underlying BERT-based models. We report both results when trained in the query-doc and in the siamese mode. For simplicity, siamese models are trained with cosine similarity and without a teacher.

We trained all models in the query-doc setting. As can be seen in Table 7, the RobeCzech model performs the best, but is ca. 10× bigger than our Electra-small model. We can also see that despite the relatively large finetuning dataset, the pretraining on monolingual data is still beneficial as the pretrained model outperforms the not-pretrained model.

In the siamese mode, we trained all models except for mBERT which we omitted as RobeCzech provided better results in the query-doc setting. We use only cosine similarity as the embedding interaction module. Although the results show a big performance gap between Electra-small models and RobeCzech model, we think that the RobeCzech model would require more tuning of the learning rate schedule and other hyperparameters to fully exploit its capabilities.

**ONNX and Quantization**

Apart from using siamese architecture and an Electra-small variant, we tried to speed up our model using ONNX runtime and model quantization (Polino, Pascanu, and Alistarh 2018), i.e. reducing the precision of the computation. While our approach allows to precompute document embeddings offline, there are billions of documents in the database and generating embeddings can thus take a lot of time. We measured different combinations of ONNX conversion and quantization of the embedding module or the interaction module in Python using one thread on a CPU with one AVX-512 FMA unit. The results are in Table 8. The interaction module running on ONNX with UINT8 model quantization is about 1.9× faster than the Pytorch version, while the difference in quality is small. As for the embedding model, the difference in both speed and quality is bigger.

<table>
<thead>
<tr>
<th>Embedding model</th>
<th>Interaction module</th>
<th>P@10</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pytorch FP32</td>
<td>Pytorch FP32</td>
<td>45.27</td>
<td>1.0×</td>
</tr>
<tr>
<td>Pytorch FP32</td>
<td>ONNX FP32</td>
<td>45.27</td>
<td>1.2×</td>
</tr>
<tr>
<td>Pytorch FP32</td>
<td>ONNX UINT8</td>
<td>45.26</td>
<td>1.9×</td>
</tr>
<tr>
<td>Pytorch FP32</td>
<td>Pytorch FP32</td>
<td>45.27</td>
<td>1.0×</td>
</tr>
<tr>
<td>ONNX FP32</td>
<td>Pytorch FP32</td>
<td>45.27</td>
<td>1.5×</td>
</tr>
<tr>
<td>ONNX UINT8</td>
<td>Pytorch FP32</td>
<td>45.13</td>
<td>3.0×</td>
</tr>
</tbody>
</table>

Table 8: Effect of model quantization on quality and speed. Relative speed-up values shown in the top part refer to the interaction module execution time and values in the bottom part refer to the embedding model execution times.

**Model Size Effect on Response Times**

The query evaluation time depends on many factors, making it complicated to evaluate meaningfully. To give rough estimates, the query preprocessing phase gets prolonged by 10 ms on average when using the new Electra-small model. If we replaced it with a BERT-base model, the query embedding generation would take ca. 64 ms instead of 10 ms.

The retrieval and ranking phase used to take about 133 ms. With our new feature included, the computation takes about 136 ms (+3 ms) on average. Replacing Electra-small embeddings of size 256 with BERT-base embeddings of size 768 is expected to slow down the ranking stage to 143 ms (+10 ms).

**Conclusion**

In this work, we presented a strong and fast variant of a siamese model for relevance ranking based on an Electra language model. We described and evaluated a set of improvements to the baseline siamese model and showed their effect on overall model performance. The model was successfully deployed as an additional feature for a GBRT ranker in a commercial search engine and led to a substantial improvement of 3.8% in quality.

Moreover, we released Small-E-Czech, a pretrained Electra-small model, and DaReCzech, a new dataset for text relevance ranking in Czech. The dataset consists of more than 1.6 M annotated query-documents pairs, which makes it one of the largest available datasets for this task.
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