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Abstract

Embedding matrices are key components in neural natural language processing (NLP) models that are responsible to provide numerical representations of input tokens (i.e. words or sub-words). In this paper, we analyze the impact and utility of such matrices in the context of neural machine translation (NMT). We show that detracting syntactic and semantic information from word embeddings and running NMT systems with random embeddings is not as damaging as it initially sounds. We also show how incorporating only a limited amount of task-specific knowledge from fully-trained embeddings can boost the performance NMT systems. Our findings demonstrate that in exchange for negligible deterioration in performance, any NMT model can be run with partially random embeddings. Working with such structures means a minimal memory requirement as there is no longer need to store large embedding tables, which is a significant gain in industrial and on-device settings. We evaluated our embeddings in translating English into German and French and achieved a 5.3x compression rate. Despite having a considerably smaller architecture, our models in some cases are even able to outperform state-of-the-art baselines.

Introduction

One of the main challenges in NLP is to properly encode discrete tokens into continuous vector representations. The most common practice in this regard is to use an embedding matrix which provides a one-to-one mapping from tokens to n-dimensional, real-valued vectors (Mikolov et al. 2013; Li and Yang 2018). Typically, values of these vectors are optimized via back-propagation with respect to a particular objective function. Learning embedding matrices with robust performance across different domains and data distributions is a complex task, and can directly impact quality (Tian et al. 2014; Shi et al. 2015; Sun et al. 2016).

Embedding matrices are a key component in a seq2seq NMT model, for instance, in a transformer-base NMT model (Vaswani et al. 2017) with a vocabulary size of 50$k$, 36\% of the total model parameters are utilized by embedding matrices. Thus, a significant amount of parameters are utilized only for representing tokens in a model. Existing work on embedding compression for NMT systems (Khrulkov et al. 2019; Chen et al. 2018; Shu and Nakayama 2017), have shown that these matrices can be compressed significantly with minor drop in performance. Our focus in this work is to study the importance of embedding matrices in the context of NMT. We experiment with Transformers (Vaswani et al. 2017) and LSTM based seq2seq architectures, which are the two most popular seq2seq models in NMT. In Section , we compare the performance of a fully-trained embedding matrix, with a completely random word embedding (RWE), and find that using a random embedding matrix leads to drop in about 1 to 4 BLEU (Papineni et al. 2002) points on different NMT benchmark datasets. Neural networks have shown impressive performance with random weights for image classification tasks (Ramanujan et al. 2020), our experiments show similar results for embedding matrices of NMT models.

RWE uses no trainable parameters, thus it might be possible to recover the drop in BLEU score by increasing the number of parameters using additional layers. We increase the number of layers in RWE model such that the number of parameters used by the entire model is comparable to fully-trained embedding model. We find that even in comparable parameter setting RWE model performance was inferior to fully-trained model by 1 BLEU point for high and medium resource datasets. Our results suggest that even though the embedding parameters can be compressed to a large extent with only a minor drop in accuracy, embedding matrices are essential components for token representation, and cannot be replaced by deeper layers of transformer based models.

RWE assumed a fully random embedding sampled from a single Gaussian distribution; however, to control the amount of random information, and to better understand the importance of embedding matrices, we introduce Gaussian product quantization (GPQ). GPQ assumes that $k$ Gaussian distributions are required to approximate the embedding matrix for NMT models. The means and variances of the $k$ distributions are learned from a fully-trained embedding matrix trained on the same dataset as GPQ model. $k$ is a hyper-parameter which controls the amount of information distilled from a pre-trained embedding to partially random embedding in GPQ model. GPQ has the ability to move from a fully random embedding to a fully-trained embedding by...
increasing the number of distributions $k$, as shown in Figure 1. Our results show that only 50 Gaussian distributions are sufficient to approximate the embedding matrix, without drop in performance. GPQ compresses the embedding matrix 5 times without any significant drop in performance, and uses only 100 floating point values for storing the means and variances. GPQ demonstrates effective regularization of the embedding matrix, by out-performing the transformer baseline model with fully-trained embedding by 1.2 BLEU points for $En \rightarrow Fr$ dataset and 0.5 BLEU for $Pt \rightarrow En$ dataset. A similar increase in performance was also observed for LSTM based models, thus further showing the effectiveness of GPQ for embedding regularization.

Product Quantization (PQ) (Jegou, Douze, and Schmid 2010) was proposed for fast search by approximating nearest neighbour search. PQ has been adapted for compressing embedding matrices for different NLP problems (Shu and Nakayama 2017; Kim, Kim, and Lee 2020; Tissier, Gravier, and Habrard 2019; Li et al. 2018). Our method is an extension of PQ, first, we incorporate variance information in PQ, then we define unified partitioning to learn a more robust shared space for approximating the embedding matrix. Our extensions consistently outperform the original PQ-based models with better compression rates and higher BLEU scores. These improvement are observed for Transformer-based models as well as conventional, recurrent neural networks.

Product Quantization (PQ)

PQ is the core of our techniques, so we briefly discuss its details in this section. For more details see Jegou, Douze, and Schmid (2010). As previously mentioned, NLP models encode tokens from a discrete to a continuous domain via an embedding matrix $E$, as simply shown in Equation 1:

$$E \in \mathbb{R}^{|V| \times n}$$

where $V$ is a vocabulary set of unique tokens and $n$ is the dimension of each embedding. We use the notation $E_{w} \in \mathbb{R}^{n}$ to refer to the embedding of the $w$-th word in the vocabulary set. In PQ, first $E$ is partitioned into $g$ groups across columns with $G_i \in \mathbb{R}^{|V| \times \frac{n}{g}}$ representing the $i$-th group. Each group $G_i$ is clustered using K-means into $c$ clusters. Cluster indices and cluster centroids are stored in the vector $Q_i \in \mathbb{N}^{|V|}$ and matrix $C_i \in \mathbb{R}^{|c\times g|}$, respectively. Figure 2 illustrates the PQ-based decomposition process.

We can obtain the quantization matrix $Q$ (also known as the index matrix in the literature) and codebook $C$ by concatenating $Q_i$ and $C_i$ for all $g$ groups along the columns, as shown in Equation 2.

$$Q = \text{Concat}_{\text{column}}(Q_1, Q_2, \ldots, Q_g)$$
$$C = \text{Concat}_{\text{column}}(C_1, C_2, \ldots, C_g)$$

The decomposition process applied by PQ is reversible, namely any embedding table decomposed by PQ can be reconstructed using the matrices $Q_i$ and $C_i$. The size of an embedding table compressed via PQ can be calculated as shown in Equation 3:

$$\text{Size}_{\text{PQ}} = \log_2(c) \times |V| \times g + cnf_p \text{ (in bits)}$$

where $f_p$ is the number of bits defined to store parameters with floating points. In our experiments $f_p$ is 32 for all settings. We use Equation 3 to measure the compression rate of different models.

Methodology

In this section we first explain RWE which stands for Random Word Embeddings. In RWE, all embeddings are initialized with completely random values where there is no syntactic and semantic information is available.

Next, we move from completely random embeddings to weakly supervised embeddings by incorporating some knowledge from a pre-trained embedding matrix. We propose our Gaussian Product Quantization (GPQ) technique in this regard, which applies PQ to a pre-trained embedding matrix and models each cluster with a Gaussian distribution. Our GPQ empowers the PQ with taking intra-cluster variance
information into account. This approach is particularly useful when PQ clusters have a high variance, which might be the case for large embedding matrices.

**Random Word Embeddings (RWE)**

A simple approach to form random embeddings is to sample their values from a standard Gaussian distribution, as shown in Equation 4:

$$ S = N(E_i, j | \mu, \sigma^2) \forall (i, j) $$

where $N$ is a normal distribution with $\mu = 0$ and $\sigma = 1$. $S$ is sampled matrix of the same dimensions as $E$, $E'$ is the reconstructed matrix, $E_i$ and $S_i$ represent $i^{th}$ row vector of matrices $E'$ and $S$ respectively. We normalize each word embedding vector to unify the magnitude of all word embedding matrices to ensure that we do not add any bias to the embedding matrix.

Since this approach relies on completely random values, to increase the expressiveness of embeddings and handle any potential dimension mismatch between the embedding table and the first layer of the neural model we place an optional linear transformation matrix $W$ (where $W \in \mathbb{R}^{n \times m}$). The weight matrix $W$ uses $n \times m$ trainable parameters, where $n$ is the size of embedding vector and $m$ is the dimension in which the model accepts its inputs. The increase in the number of parameters is negligible as it only relies on the embedding and input dimensions ($n$ and $m$), which are both considerably smaller than the number of words in a vocabulary ($n, m \ll |V|$).

**Gaussian Product Quantization (GPQ)**

RWE considers completely random embeddings which can be a very strict condition for an NLP model. Therefore, we propose our Gaussian Product Quantization (GPQ) to boost random embeddings with prior information from a pre-trained embedding matrix. We assume that there is an existing embedding matrix $E$ that is obtained from a model with the same architecture as ours, trained for the same task using the same dataset.

The pipeline defined for GPQ is as follows: First, we apply PQ to the pre-trained embedding matrix $E$ to derive the quantization matrix $Q_{|V| \times g}$ and the codebook matrix $C_{c \times n}$. The codebook matrix stores centers of $c$ clusters for all $G_i$ groups and the quantization matrix stores the mapping index of each sub-vector in the embedding matrix to the corresponding center of the cluster in the codebook. The two matrices $Q$ and $C$ can be used to reconstruct the original matrix $E$ from the PQ process.

The PQ technique only stores the center of clusters in the codebook and does not take variance of them into account. However, our GPQ technique models each cluster with a single Gaussian distribution by setting its mean and variance parameters to the cluster center and intra-cluster variance. We define $C_i^j$, $(1 \leq j \leq c)$ to be the cluster corresponding to the $j$-th row of $C_i$ in the codebook (that is $C_i^j$) with the mean and variance of $\mu_i^j \in \mathbb{R}^n$ and $\sigma_i^j$.

Consequently, we model each cluster of PQ with a single Gaussian distribution with two parameters. Then the embedding matrix $E$ can be reconstructed using a lookup function that maps values $Q_i$ from $\hat{C}_i$. We illustrate our GPQ method and compare it with PQ in Figure 3. In GPQ, we only need to store the index matrix, codebook and their corresponding variances in order to be able to reconstruct the embedding matrix.

The PQ/GPQ method relies on partitioning the embedding matrix into same size $G_i$ groups across the columns and then clustering them. We refer to the partitioning function used in PQ as *Structured Partitioning*, and propose a new partitioning scheme, which we refer to as *Unified Partitioning*. The details of each scheme is described in the following.

**Structured Partitioning**

The original PQ method is based on structured partitioning to partition the input matrix $E_{|V| \times n}$ into $g$ groups of $G_i$ of size $|V| \times \frac{n}{g}$ along the columns uniformly such that $E = \operatorname{Concat}_{\text{column}}(G_1, G_2, ..., G_g)$. Each $G_i$ group is clustered into $c$ clusters along the rows using any clustering algorithm. If we choose K-means clustering algorithm for this purpose, then we can obtain the center of clusters $C_i \subset C$ (where $C_i \in \mathbb{R}^{c \times \frac{n}{g}}$), their variances $\sigma_i^2 \in \mathbb{R}^c$, and the quantization vector $Q_i \in \mathbb{N}^{|V|}$ corresponding to $G_i$ as following:

$$ [C_i, \sigma_i^2, Q_i] = \text{K-means}(G_i, c). $$

The total number of clusters in this case is $k = c \times g$. In our technique, we store the variance of clusters in addition to their mean which utilizes more number of floating point parameters compared to Equation 3, as shown in Equation 7.

$$ \text{Size}_{\text{GPQ}}^{\text{Structured}} = \log_2(c) \times |V| \times g + 2cnf_p \text{ bits} $$  \hspace{1cm} (7)

**Unified Partitioning**

*Structured* partitioning has limited ability to exploit redundancies across groups. Motivated by this shortcoming we propose our *unified* partitioning approach in which we concatenate the $g$ groups along rows to form a matrix $G \in \mathbb{R}^{g|V| \times \frac{n}{g}}$ and then apply K-Means to the matrix $G$ (instead of applying K-means to each group $G_i$ separately).

$$ G = \text{Concat}_{\text{row}}(G_1, G_2, ..., G_g) \in \mathbb{R}^{(g|V|) \times (n/g)} $$

$$ [C, \sigma^2, Q] = \text{K-means}(G, c). $$

For better understanding we illustrate our method in Figure 4. Equation 10 defines the size of parameters for *unified* partitioning function.

$$ \text{Size}_{\text{GPQ}}^{\text{Unified}} = \log_2(c) \times |V| \times g + 2cnf_p \frac{n}{g} \text{ bits} $$  \hspace{1cm} (10)
Figure 3: The figure on the left hand side shows the original embedding matrix $E$ after applying the k-means algorithm, with 2 clusters ($c = 2$) and 3 groups ($G_i$) ($g = 3$), which results in 6 partitions ($P_i$). The figure in the middle shows the difference between $PQ$ and $GPQ$. The figure on the right hand side is the reconstructed matrix $E'$.

Table 1: Comparison of floating point vs integer parameters for vocabulary size of 32k, embedding size 512, 512 groups, and 50 clusters

<table>
<thead>
<tr>
<th>Model</th>
<th>Float</th>
<th>Integer</th>
</tr>
</thead>
<tbody>
<tr>
<td>$PQ$</td>
<td>25.6k</td>
<td>16.3M</td>
</tr>
<tr>
<td>$PQ$ (Unified)</td>
<td>50</td>
<td>16.3M</td>
</tr>
<tr>
<td>$GPQ$ (Unified)</td>
<td>100</td>
<td>16.3M</td>
</tr>
</tbody>
</table>

Experiments

We evaluate our model for machine translation task on WMT-2014 English to French ($En \rightarrow Fr$), WMT-2014 English to German ($En \rightarrow De$), and IWSLT Portuguese to English ($Pt \rightarrow En$) datasets. We chose these pairs as they are good representatives of high, medium, and low resource language pairs.

For $En \rightarrow Fr$ experiments we used Sentence-Piece (Kudo and Richardson 2018) to extract a shared vocabulary of 32k sub-word units. We chose newstest2013 as our validation dataset and used newstest2014 as our test dataset. The dataset contains about 36M sentence-pairs. We use a shared vocabulary of 37k sub-word units extracted using Sentence-Piece.

For $Pt \rightarrow En$ experiments, we replicate dataset configuration of Tan et al. (2019) for individual models. Specifically, the dataset contains 167k training pairs. We used a shared vocabulary of 32k subwords extracted with Sentence-Piece.

**Evaluation** For all language pairs, we report case-sensitive BLEU score (Papineni et al. 2002) using SacreBLEU\(^1\) (Post 2018). We train for 100K steps and save a checkpoint every 5000 steps for $En \rightarrow Fr$ and $En \rightarrow De$ language pairs. For $Pt \rightarrow En$ translation we train for 50K steps and save checkpoint every 2000 steps. We select the best checkpoints based upon validation loss, and average best 5 checkpoints for $En \rightarrow Fr$ and $En \rightarrow De$ language pairs, and average best 3 checkpoints for $Pt \rightarrow En$. We do not use checkpoint averaging for our LSTM experiments. We use beam search with a beam width of 4 for all language pairs.

Model and Training Details

We use the Transformer model (Vaswani et al. 2017) as our baseline for all our experiments. We also report results on LSTM-based models to study our hypothesis for RNN based architectures. Our LSTM-based model uses multiple layers of bidirectional-LSTM, followed by a linear layer on the last layer to combine the internal states of LSTM. The decoder uses multiple layers of uni-directional LSTM, the final output of decoder uses attention on encoder output for generating words. All our models use weight sharing between the embedding matrix and the output projection layer (Press and Wolf 2016).

For the transformer-base configuration, the model hidden-size $h$ is set to 512, the feed-forward hidden size $d_{ff}$ is set to 2048. We use different number of layers for our experiments, instead of the default 6 layers. For transformer-small configuration the model hidden-size $h$ is set to 256, the feed-forward hidden size $d_{ff}$ is set to 1024. We use different number of layers for our experiments. For transformer-small, the dropout

\(^1\)https://github.com/mjpost/sacreBLEU
configuration was set the same as Transformer Base. For LSTM experiments, we use 2 layers and the hidden size $n$ is set to 256 for $LSTM$-small, and 7 layers and the hidden size $n$ is set to 512 for $LSTM$-large. We use $transformer$-base for WMT datasets, and $transformer$-small for IWSLT dataset. We use $LSTM$-small for IWSLT and $LSTM$-large for WMT datasets. For all our experiments we set $NumPy$ (Van Der Walt, Colbert, and Varoquaux 2011) seed to 0 and $PyTorch$ (Paszke et al. 2017) seed to 3435.

All models are optimized using Adam (Kingma and Ba 2014) and the same learning rate schedule as proposed by (Vaswani et al. 2017). We use label smoothing with 0.1 weight for the uniform prior distribution over the vocabulary (Szegedy et al. 2015; Pereyra et al. 2017).

We train all our models on 8 NVIDIA V100 GPUs. Each training batch contains a set of sentence pairs containing approximately 6144 source tokens and 6144 target tokens for each GPU worker. For implementing our method we use the OpenNMT library (Klein et al. 2017), implemented in PyTorch.

**Results**

**Random Word Embeddings**

We replace the embedding matrix of the transformer model using RWE method, and summarize our results in Table 2. We evaluate our model in two cases.

In the first case, we use exactly the same hyper-parameters as our baseline model, and only replace the embedding matrix. In this case our model has only 2 embedding parameters to store the mean and variance of the Gaussian distribution, and an additional linear layer for re-scaling the embedding vectors. Our results show that without any embedding parameters, and a linear transformation, transformer model scores only 1.44 BLEU points below the baseline for $Pt \rightarrow En$. Deterioration in the case of $En \rightarrow Fr$ was approximately 1 BLEU point higher than $Pt \rightarrow En$, and for $En \rightarrow De$ the drop is 4 BLEU points.

In the previous case, our model used at least 27% fewer parameters compared to the baseline model. In order to compare RWE in a fair parameter setting, we increase the number of layers in Transformer to approximately match the total parameters with the baseline model. In this setting our model performed within 1.3 BLEU points for $En \rightarrow De$ and $En \rightarrow Fr$. On $Pt \rightarrow En$ experiments, our model scored 1.0 BLEU point higher than the baseline with slightly fewer parameters.

Overall, our experiments show that transformer based neural networks have the capacity to efficiently learn semantic and syntactic information in deeper layers, though utility of using embedding tables for token representation is beneficial and not redundant.

**Gaussian Product Quantization**

We apply the GPQ method on the embedding matrix of Transformer and LSTM-based models. We design a set of experiments to investigate, 1) if we can approximate the embedding matrix in an almost discrete space using integer values, 2) to study the compression ability of our method compared to PQ.

**Experiments for Discrete Space Approximation** We evaluate our method on Transformer (Table 3) and LSTM-based models (Table 4). For all experiments we chose the number of groups $g$ equal to the size of embedding vector $n$. This allowed us to maximize the number of groups and in turn maximize the amount of discrete information (integer values) and minimize the amount of floating-point parameters required to reconstruct the embedding matrix.

---

### Table 2: NMT results for Random Word Embeddings (RWE), for different hyper-parameters. M represents Millions, Transformer is the baseline model (Vaswani et al. 2017).

<table>
<thead>
<tr>
<th>Model</th>
<th>WMT En-Fr</th>
<th>WMT En-De</th>
<th>IWSLT Pt-En</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Layers</td>
<td>Model</td>
<td>BLEU</td>
</tr>
<tr>
<td>Transformer</td>
<td>6</td>
<td>60.7M</td>
<td>38.41</td>
</tr>
<tr>
<td>RWE+linear</td>
<td>6</td>
<td>44.4M</td>
<td>35.76</td>
</tr>
<tr>
<td>RWE+linear</td>
<td>8</td>
<td>59M</td>
<td>37.11</td>
</tr>
</tbody>
</table>

---

### Table 3: NMT results on Transformer baseline (Vaswani et al. 2017), with 8 layers, groups ($g$) equal to the embedding size $n$, and 50 clusters ($c$).

<table>
<thead>
<tr>
<th>Model</th>
<th>WMT En-Fr</th>
<th>WMT En-De</th>
<th>IWSLT Pt-En</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Emb. Size</td>
<td>BLEU</td>
<td>Emb. Size</td>
</tr>
<tr>
<td>Transformer Baseline</td>
<td>62.5 MB</td>
<td>39.29</td>
<td>72.3 MB</td>
</tr>
<tr>
<td>PQ (Structured)</td>
<td>11.82 MB</td>
<td>39.95</td>
<td>13.65 MB</td>
</tr>
<tr>
<td>GPQ (Structured)</td>
<td>11.92 MB</td>
<td>40.04</td>
<td>13.75 MB</td>
</tr>
<tr>
<td>PQ (Unified)</td>
<td>11.7 MB</td>
<td>40.51</td>
<td>13.55 MB</td>
</tr>
<tr>
<td>GPQ (Unified)</td>
<td>11.7 MB</td>
<td>40.02</td>
<td>13.54 MB</td>
</tr>
<tr>
<td>Model</td>
<td>WMT En-Fr</td>
<td>WMT En-De</td>
<td>IWSLT Pt-En</td>
</tr>
<tr>
<td>---------------</td>
<td>-----------</td>
<td>-----------</td>
<td>-------------</td>
</tr>
<tr>
<td></td>
<td>Emb. Size</td>
<td>BLEU c</td>
<td>Emb. Size</td>
</tr>
<tr>
<td>LSTM Baseline</td>
<td>62.5 MB</td>
<td>32.61</td>
<td>72.3</td>
</tr>
<tr>
<td>PQ (Unified)</td>
<td>13.67 MB</td>
<td>32.05</td>
<td>15.8 MB</td>
</tr>
<tr>
<td>GPQ (Unified)</td>
<td>13.67 MB</td>
<td><strong>33.82</strong></td>
<td>15.8 MB</td>
</tr>
</tbody>
</table>

Table 4: NMT results on LSTM based model, we use 128 clusters (c) and groups (g) equal to embedding size n.

<table>
<thead>
<tr>
<th>Model</th>
<th>WMT En-Fr</th>
<th>WMT En-De</th>
<th>IWSLT Pt-En</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Emb. Size</td>
<td>BLEU</td>
<td>Emb. Size</td>
</tr>
<tr>
<td>Transformer</td>
<td>62.5 MB</td>
<td>39.29</td>
<td>72.3 MB</td>
</tr>
<tr>
<td>PQ (Struct.)</td>
<td>1.25 MB</td>
<td>39.13</td>
<td>1.44 MB</td>
</tr>
<tr>
<td>GPQ (Struct.)</td>
<td>1.25 MB</td>
<td>39.18</td>
<td>1.44 MB</td>
</tr>
<tr>
<td>PQ (Unified)</td>
<td>1.25 MB</td>
<td>39.29</td>
<td>1.44 MB</td>
</tr>
<tr>
<td>GPQ (Unified)</td>
<td>1.28 MB</td>
<td><strong>39.77</strong></td>
<td>1.47 MB</td>
</tr>
</tbody>
</table>

Table 5: NMT results on Transformer baseline (Vaswani et al. 2017), with 32 groups (g) and 8 layers. c represents the number of clusters. Struct. and unified represents structured and unified partitioning functions respectively.

using 50 clusters for transformer based model and 128 clusters for the LSTM model. Our results for the GPQ method with unified partitioning function show that with only 50 clusters for transformer model and 128 clusters for LSTM model, we are able to perform on par or better than baseline models. This implies that in all experiments we were able to approximate the embedding matrix with approximately \( \approx 100\% \) integer values. Specifically, if \( g = n \), our unified partitioning function used only \( 2c \) floating points (for storing the mean and variance clusters), while structured partitioning function uses \( 2cn \) floating points. In Table 3, GPQ with unified partitioning function outperforms other models consistently across all datasets. For \( En \rightarrow De \), our approach is the only method that performs on par with baseline model with 5x fewer embedding parameters.

In Table 4, we report LSTM experiments for only the unified partitioning function as it was the best performing method. For LSTM, GPQ (Unified) performed better than PQ (Unified) for \( En \rightarrow Fr \) with about 1.77 BLEU, for other languages the difference was insignificant.

**Experiments for Compression Analysis** Our objective is to compare the capacity of GPQ method for compressing the embedding matrix, compared to PQ. We set the number of clusters to 1024 and groups to 32, as reducing the number of groups has greater effect on compression rate. We report the results in Table 5. We find that with unified partition function GPQ method performs significantly better than the Transformer baseline for \( En \rightarrow Fr \) (+0.48) and \( Pt \rightarrow En \) (+0.7) datasets. For \( En \rightarrow De \) GPQ (unified) performs only 0.03 BLEU points lower than the baseline. For all language pairs GPQ (unified) is the best performing model compared to PQ and other variants.

**Discussion**

**Cluster and Group Size Analysis**

We study the effect of different cluster and group sizes on the GPQ method with unified partitioning function, on the \( Pt \rightarrow En \) dataset and plot results in Figure 5. We experiment with fixing the groups to \( g = 256 \) and varying the cluster size. We find out that with only 4 clusters and only 8 floating point parameters our model performed the best. We also experiment with fixing the clusters and varying the group size. We find that group size of 4 was the worst performing setting as a result of excessive regularization. All group sizes larger than 4 had minor influence on performance. We find that we need only 8 floating point parameters, to approximate the embedding matrix without any performance drop. Thus most important information lies in a latent space which is discrete, consisting of integer values.

![Figure 5: NMT Results on IWSLT Pt-En for GPQ method with unified partitioning function](image-url)
We extended PQ by introducing variance information in our compression setting, with different compression baselines in Table 6. In particular, we compare results with two state-of-the-art methods (Khrulkov et al. 2019; Chen et al. 2018). Additionally, we compare two standard baselines reported in Lioutas et al. (2019). For all models we compare our results directly from Lioutas et al. (2019), and choose a similar compression ratio. For both En → Fr and En → De language pairs, our GPQ (unified) model performs the best compared to all other models. Additionally, our GPQ (unified) model is the only model that performs better than the baseline model for En → Fr language pair.

### Importance of Variance

We extended PQ by introducing variance information in our GPQ method. Results in Table 4 highlight the importance of this information for LSTM based models. Table 6 shows that incorporating variance information can be beneficial for transformer based models in a high compression setup. Lastly, Table 3 shows that GPQ model is particularly beneficial when using unified partitioning function. Unified partitioning function uses much smaller number of total clusters, thus each cluster has a higher variance from the cluster centroid, compared to the case of structured partitioning function. Thus, incorporating variance information using GPQ is beneficial, when cluster values have high variance.

### Related Work

There are different embedding compression techniques in the literature, these methods are based on either singular value decomposition (SVD) or product quantization (PQ). In general, SVD-based methods (Chen et al. 2018; Khrulkov et al. 2019) approximate embedding matrices using fewer parameters by projecting high-dimensional matrices to lower dimensions. Therefore, the learning process is modified to work with new and smaller matrices where a multiplication of these matrices reconstruct original values. The model proposed by Chen et al. (2018) is a well-known example of SVD-based model in this field. In this technique, words are first divided into groups based upon frequency, then weighted SVD is applied on each group, which allows a compressed representation of the embedding matrix. Khrulkov et al. (2019) used a multi-linear variation instead of regular SVD. The embedding dimensions are first factorized to obtain indices of smaller tensor embedding. The tensor embedding has fewer parameters and can be used to reconstruct the original embedding matrix.

Shu and Nakayama (2017) proposed to compress the embedding matrix by learning an integer vector for all words in vocabulary (code matrix), using the Gumbel softmax technique. The code matrix is equivalent to the quantization matrix in PQ. An embedding vector is reconstructed by looking up all the values in the code matrix from the corresponding set of vector dictionaries. The vectors are added (in PQ the vectors are concatenated) to obtain the final embedding vector.

Svenstrup, Hansen, and Winther (2017) proposed a hashing based technique with a common memory for storing vectors. The method is similar to Shu and Nakayama (2017), with two key differences. First, the code matrix is not learned but assigned uniformly using a hashing function. Second, instead of a simple summation of component vectors, weighted summation is applied to obtain the final embedding vector.

(Kim, Kim, and Lee 2020) learn the code matrix by utilizing binarized code learning introduced in (Tissier, Gravier, and Habrard 2019). The key novelty introduced by Kim, Kim, and Lee (2020), is to learn different length of code vector for each word.

### Conclusion

Our work points towards the need of rethinking the process of encoding tokens to real valued vectors for machine translation. We show that Transformer model is capable of recovering useful syntactic and semantic information from a random assignment of embedding vectors. Our variant of product quantization was able to approximate the embedding matrix in an almost 100% discrete space, with better performance than the baseline model. A discrete space is easier to interpret, compared to a continuous space, and can motivate future research to handle unknown tokens through optimum cluster selection.
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