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Abstract
In recent years, pretrained language models have revolu-
tionized the NLP world, while achieving state-of-the-art
performance in various downstream tasks. However, in
many cases, these models do not perform well when la-
beled data is scarce and the model is expected to perform
in the zero or few shot setting. Recently, several works
have shown that continual pretraining or performing a
second phase of pretraining (inter-training), which is
better aligned with the downstream task, can lead to im-
proved results, especially in the scarce data setting. Here,
we propose to leverage sentiment-carrying discourse-
markers to generate large-scale weakly-labeled data,
which in turn can be used to adapt general-purpose lan-
guage models to the task of sentiment classification. In
addition, we propose a new method for adapting senti-
ment classification models to new domains. This method
is based on automatic identification of domain-specific
sentiment-carrying discourse markers. Extensive experi-
mental results show the value of our approach on various
benchmark datasets. Code, models and data are available
at https://github.com/ibm/tslm-discourse-markers.

Introduction
Large pretrained language models are reshaping the land-
scape of NLP. These models, recently referred to as foun-
dation models (Bommasani et al. 2021), were originally
proposed with a two-step paradigm in mind. The model is
first pretrained at scale on broad data with a surrogate self-
supervised task; the knowledge gained by this pretraining is
then transferred and adapted via fine-tuning on – typically
small – labeled data, to a specific downstream task. Promi-
nent examples include BERT (Devlin et al. 2019) and GPT-3
(Brown et al. 2020). The practical value of this approach
is immense. The self-supervised pretraining requires no la-
beled data. The resulting model represents a single powerful
starting point that can be swiftly adapted to address a wide
range of target tasks with relatively little annotation effort,
via few-shot or even zero-shot learning (Brown et al. 2020).

Subsequent studies have shown that the original two-step
paradigm can be further refined to yield an even better start-
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ing point model for particular tasks of interest. For example,
continuing the pretraining on domain-specific data such as
finance or legal documents have proven beneficial to tasks in
these domains (Araci 2019; Chalkidis et al. 2020; Gururan-
gan et al. 2020). Similarly, additional pretraining of BERT on
dialog data yields better results in target tasks related to dia-
logue application (Wu et al. 2020), and continual pretraining
of BERT on product reviews with sentiment-aware pretrain-
ing tasks led to improved performance in sentiment analysis
in this domain (Zhou et al. 2020). Another, more compu-
tationally demanding option is to pretrain the model from
scratch on self-supervised task(s) that aim to better reflect the
nature of the target tasks. For example, the pretraining tasks
of SpanBERT (Joshi et al. 2019) and PEGASUS (Zhang et al.
2020a) are designed to be closer in spirit to span-extraction
tasks as in question answering and to summarization tasks,
respectively, resulting in better performance in these target
tasks.

A related path, which is further explored in this work, is to
add an intermediate training step, referred to as inter-training,
which is somewhat aligned with a specific target task of in-
terest. There are several aspects by which these inter-training
approaches differ. One main aspect is the similarity between
the intermediate task and the target task which ranges from
full alignment using weakly or readily available labeled data
(Meng et al. 2020; Zhou et al. 2020; Huber et al. 2021) to
transfer learning using labeled data on a similar yet different
task (Pruksachatkun et al. 2020), and further including works
which perform transfer learning with no labeled data, e.g.,
Shnarch et al. (2021) apply unsupervised text clustering and
then inter-train a model to predict the cluster label. Among
the approaches that rely on fully aligned intermediate tasks,
some works leverage weak labels that are inherent to the orig-
inal text, like the explicit mention of the class name (Meng
et al. 2020) or the presence of the token ’that’ in a sentence
(Levy et al. 2018); while others rely on non-textual signals
like human-added numeric review ratings (Zhou et al. 2020)
or sentiment-bearing emojis (LeCompte and Chen 2017).
Weak labels that are inherent to the text usually have lim-
ited coverage and involve bias towards specific keywords or
patterns that define the weak signal. While the non-textual
signals usually do not suffer from these issues, since they are
external to the text, they are often specific to task and domain
and therefore are less directly applicable to new tasks and/or
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in new domains.
The present work suggests a new type of weak labels which

are inherent to the original text, but at the same time can be
perceived as an external label that can be removed from the
original text while keeping the remaining text meaningful
and grammatical (Moder and Martinovic-Zic 2004).

Specifically, we propose to leverage the signal carried by
particular discourse markers (DMs) to generate large amounts
of weakly labeled data for the important task of sentiment
analysis (SA). For example, we assume that sentences follow-
ing the prefixes ”Happily,” and ”Sadly,” convey a positive sen-
timent and a negative sentiment, respectively. Exploiting this
simple assumption with a small seed of 11 discourse markers,
we generate large amounts of weakly labeled data out of a
large and general English corpus. Inter-training BERT-base
and BERT-tiny on this data yields significant performance
improvements, especially when labeled data is scarce and
in a zero-shot scenario. Moreover, we show how to use the
obtained classifier to automatically reveal sentiment-carrying
discourse markers in particular domains. Relying on these
domain-specific sentiment-carrying discourse-markers yields
an additional performance gain in zero-shot learning, and
may further open the door for additional future applications.
In summary, our main contributions are:
1. A novel approach that leverages sentiment signals of dis-

course markers for creating sentiment-aware language
models that significantly outperform prior models.

2. A new method for enhancing domain-specific sentiment
classification, based on statistical analysis of discourse
markers in a domain-specific corpus.

3. A large dataset of weakly labeled sentences from
Wikipedia, and a code for generating weakly labeled data
from a given text corpus.

Related Work
Learning with Discourse Markers Discourse markers
(DMs) are words or phrases that play a role in managing
the flow and structure of discourse. DMs have been used
as a learning signal for the prediction of implicit discourse
relations (Liu and Li 2016; Braud and Denis 2016) and infer-
ence relations (Pan et al. 2018). The task of DM prediction
has been leveraged in several works (Jernite, Bowman, and
Sontag 2017; Nie, Bennett, and Goodman 2019; Sileo et al.
2019), to learn general representations of sentences, which
can be transferred to various NLP classification tasks. Sileo
et al. (2020) were the first to systematically study the asso-
ciation between individual DMs and specific downstream
task classes. Using a model trained to predict discourse mark-
ers between sentence pairs, they predict plausible markers
between sentence pairs with a known semantic relation (pro-
vided by existing classification datasets). Based on these
predictions, they study the link between discourse mark-
ers and the semantic relations annotated in classification
datasets.Here we show how such an association can be lever-
aged to enhance the performance of language models on a
downstream task, and furthermore in a particular domain.

Task-aware Language Models. A recent line of works
has been focused on bridging the gap between the self-

supervision task and the downstream tasks which is inherent
to multi-purpose pretrained models (Sun et al. 2019; Tian
et al. 2020; Chang et al. 2020). In Joshi et al. (2020), spans
of texts are masked rather than single tokens, resulting in a
language model oriented to span-selection tasks. Chang et al.
(2020) suggested a language model targeted at document
retrieval, and Zhang et al. (2020b) pursued a similar goal
for abstractive text summarization. For sentiment analysis,
several works have incorporated sentiment knowledge into
the pretraining task (Tian et al. 2020; Gu et al. 2020), while
focusing mainly on word-level sentiment prediction tasks.
Here, in order to achieve full alignment with the downstream
task of sentence-level sentiment classification, we suggest a
model that incorporates a sentence-level sentiment prediction
objective. Similar objective was used in Zhou et al. (2020),
relying on ratings as sentiment signals, which are specific to
the reviews domain. In contrast, our approach relies on senti-
ment signals that are carried by discourse markers, which are
an inherent to language itself and are therefore available for
a wide range of domains.

SenDM : A New Sentiment Language Model
Training DM-based Sentiment Models
We propose a general approach to develop DM-based senti-
ment models. Our approach relies on weakly labeled senti-
ment data set, which is automatically derived from a given
corpus by leveraging strong associations between DMs and
sentiment classes, as depicted in figure 1. Given a corpus C
and a list L of DMs that signal either a positive or a negative
sentiment, each accompanied by its class label, we follow
the heuristic introduced by Rutherford and Xue (2015) and
look for all sentences in C that start with l ∈ L followed
by a comma. We then remove l and the comma from the
beginning of each sentence, and annotate all resultant sen-
tences with the class label associated with l. This process
results in a binary classification dataset for sentiment analy-
sis, which is used to fine-tune a pre-trained language model,
M (inter-training). In this work we use the above flow to
generate a new sentiment model, SenDM , and also to build
an additional domain-adapted model as will be discussed in
section .

The SenDM Model
We introduce SenDM , a general sentiment model, that
aims to improve the performance of sentiment classifica-
tion across domains. SenDM is obtained using the flow
described above, where C is a general corpus of newspaper
and journal articles, denoted Cg (see section ), and L is a seed
list of sentiment related DMs obtained manually using gen-
eral knowledge of the English language. More specifically,
we asked 3 annotators, to go over a list of 173 commonly
used DMs described in Sileo et al. (2019), and mark any DM
as positive/negative if it is likely to open a sentence bearing
a positive/negative sentiment, based on its common usage
in the English language. The final list, Lg, consists of 11
DMs, selected by all 3 annotators. The DMs identified as as-
sociated with a positive sentiment are: ’luckily’, ’hopefully’,
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Figure 1: Overview of how DM-based sentiment models are trained.

’fortunately’, ’ideally’, ’happily’, and ’thankfully’. Those as-
sociated with a negative sentiment are: ’sadly’, ’inevitably’,

’unfortunately’, ’admittedly’, and ’curiously’. The resulting
weakly labeled data is used to fine tune both the uncased base
and tiny architectures of BERT (Devlin et al. 2019; Jiao et al.
2020); We denote the resulting models by SenDM-base and
SenDM-tiny, respectively, and release both of these models
as part of this work.

Experimental Setup
The General Corpus (Cg) Our proposed solution relies
on the availability of a corpus of unlabeled text. We use a
corpus of some 400 million newspaper and journal articles1,
breaking the articles into sentences, and indexing these sen-
tences. We focus on English sentences 2 and following Sileo
et al. (2019) we use only sentences which are 3− 32 tokens
in length and have balanced parentheses.

Inter-training Details The inter-training step (Figure 1)
consists of fine-tuning BERT using weakly labeled data.
For inter-training SenDM , we obtain a total of 1, 876, 614
weakly labeled sentences, by using the list of sentiment-
related DMs, Lg , over sentences in Cg , as described in section
. We divide the samples into training (80%), development
(10%), and test (10%) sets. We set the learning rate to 5e− 5,
and the batch size to 32. We use the early stopping strat-
egy, setting the max number of epochs to 4 and selecting
the model with the best accuracy on the development set.
The dropout probability is always kept at 0.1. We employ an
Adam optimizer with β1 = 0.9, β2 = 0.999, and ϵ = 1e−06.
Training is performed on two V100 GPUs.

Evaluation Details
Evaluation is performed on the datasets appearing below, in
three scenarios: zero-shot, few-shot and full-data. For zero
shot we simply use the classification layer obtained from
inter-training. For few-shot, we further fine-tune the inter-
trained model with a small sample of n examples from the
training set, with n ranging from 16 to 1024. We repeat each
experiment five times with different random seeds, each time

1From the LexisNexis 2011-2018
corpus,https://www.lexisnexis.com/en-us/home.page

2Specifically, sentences with probability > 75% of being En-
glish, based on Fast-Text langid from Grave et al. (2018).

selecting different examples for fine-tuning. In the full-data
scenario, all training examples are used for fine-tuning.

To support training on small samples, the batch size is
set to 16. The other hyper-parameters are the same as in
the inter-training phase described above, with one exception.
For the few-shot scenario, which represents a low resource
setting, we assume that no development set is available for
employing the early stopping strategy. Instead, we follow the
observation in Zhang et al. (2020c) that for small training
data, more iterations help stabilize BERT results, and set the
number of epochs to 10.

Datasets The datasets used for evaluation are presented in
Table 1. All datasets contain sentences that are labeled for
sentiment. amazon, sst2, and yelp consist of review sentences.
fpb75 is comprised of sentences from financial news.Most
of these datasets provide more than two possible labels, so
we adjust the datasets for the binary sentiment classification
task. Specifically, fpb75 contains sentences that are labeled
as neutral, which we remove from the training and test sets.
amazon and yelp contain five different labels that reflect the
sentiment ratings of each sentence (”stars”). We leave only
sentences with the lowest and highest scores, considering
those as negative and positive labels, respectively. For fine
tuning we use up to 1024 examples from the training set. For
testing we use the entire test set.

Results
We now evaluate the performance of both the base and tiny
versions of the general sentiment model (SenDM-base and
SenDM-tiny) on datasets from different domains. Since our

Dataset Domain Test set size
amazon Product reviews 2K
yelp Business reviews 20K
sst2 Movie reviews 1821
fpb75 Financial news 691

Table 1: Datasets used for evaluation. References for the
datasets are as follows, by the order appearing in the table:
(Keung et al. 2020), (Zhang, Zhao, and LeCun 2015), (Wang
et al. 2018), (Malo et al. 2014).
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amazon

yelp

sst2

fpb75

base tiny

Figure 2: Performance of SenDM and baselines on four datasets given different amounts of training examples. Left column:
base-size models. Right column: tiny-size models. Lines indicate the mean and shaded areas indicate the standard deviation
over the five seeds (see section for details). Dashed horizontal lines indicate the fine-tuning results for the full training data
(the full-data setting). Dotted horizontal lines indicate the prior of the common class in the dataset. FinBERT and SentiX are
available only in the base size.
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main focus is on the zero and few-shot setting, we report the
results after fine tuning over 0 up to 1024 training examples.

Figure 2 shows the accuracy of SenDM-base (left col-
umn) and SenDM-tiny (right column), for all datasets, vs. the
number of examples used for fine tuning. The accuracy is
compared to that of vanilla BERT – base and tiny respectively,
and to SentiX (Zhou et al. 2020), that are fine tuned over the
same labeled examples. For fpb75, we add the corresponding
domain specific version of BERT-base – FinBERT (Araci
2019).

In all datasets, SenDM significantly outperforms the
BERT baselines, including the finance-specific FinBERT,
especially when the number of examples used for fine tuning
is relatively small. The gain in performance is even more
significant when focusing on the tiny architecture. This is
especially evident in the fpb75 dataset, where BERT-tiny
completely fails to learn with up to 256 examples, whereas
the SenDM-tiny is able to learn with as few as 16 examples.
A similar trend can be seen for the sst2 dataset. As expected,
the gap between SenDM and its counterparts decreases with
the increasing number of training examples, reflecting the
decaying effect of the initial weights on the fine-tuned model.
In most datasets, this gap completely vanishes in the full-
data scenario, with the exception of fpb75, where the full
training-data is relatively small (< 2.8K samples).

From the stability perspective, SenDM is more robust
to changes in the initial seed compared to the other models,
due to the lack of randomness in the initialization of its
classification head.

SentiX is a sentiment-aware pre-trained language model
that was originally designed for cross-domain review sen-
timent analysis. Importantly, SentiX is trained on large
amounts of Yelp and Amazon reviews, along with their as-
sociated star rating, the same star rating used to define the
training set and the test set in our amazon and yelp datasets.
Thus, one can not report zero/few-shot training results for
this model in these two datasets, since the available model
is already trained on large amounts of the respective train
data. That said, it is intriguing to explore the performance
of this model over our two other datasets. When considering
the results in sst2, which is based on movie reviews, we see
strong performance for SentiX. This is expected, since this
kind of data, composed of starred reviews – albeit from a dif-
ferent domain – is precisely the forte of SentiX. Interestingly,
though, its gap compared to our SenDM is relatively small,
and insignificant when fine tuning over 16 and 32 examples.
Considering the results in a more distant domain, namely the
fpb75 dataset, where starred reviews are irrelevant, we see
the clear value of our approach, that consistently outperforms
all other models, including SentiX, typically by a significant
margin, especially when labeled data is scarce. These results
support our hypothesis that pretraining based on sentiment-
related DMs will result in a more robust model, that yields
superior performance when tested on various domains.

A concern may arise, that the strong performance demon-
strated by our approach on fpb75is related to the fact that the
general corpus giving rise to the weak labels used for inter-
training, also contains some financial documents, and that the
results will be inferior for domains not covered in the corpus

we start with. To address this concern, we generate a version
of SenDM , in which financial documents are removed from
the general corpus3. We find that there is no deterioration of
results, supporting the notion that the observed improvement
over alternative methods is not due to inter-training using
financial documents – see Figure 1 in the Appendix.

Another concern we wanted to examine is related to the
relevance of our approach for low resource languages, where
a very large corpus like Cg is not available. To this end,
we checked the sensitivity of the results to the size of the
weakly-labeled data, by creating two versions of Cg, one
based on inter-training using only 10%, and the other based
on only 1%, of the weakly labeled data. Surprisingly, these
two models resulted in no detrimental effect on the results.
In addition, one may also leverage the large English weakly
labeled data for inter-training the multilingual BERT model
(M-BERT). We leave the examination of this approach for
future research.

To summarize, overall, the proposed DM-based sentiment
model, significantly improves sentiment classification perfor-
mance for both small and large language models. Remark-
ably, even the tiny version of SenDM outperforms the much
larger BERT-base baseline.

Adapting SenDM to a New Domain
In section we saw that SenDM , which leverages a general
list of sentiment-related DMs, improves results over baselines
on all datasets, including the finance dataset, fpb75. Here
we investigate whether adapting SenDM to a new domain,
can further improve its performance on that domain. We
choose to study this on the financial domain since as stated
in Araci (2019), financial sentiment analysis is a challenging
task due to the specialized language and lack of domain-
specific labeled data. Moreover, it is an important task for
many potential users, and finally, the adaptation impact can
be tested given the availability of the fpb75 dataset.

The Training Approach
The robustness of SenDM presumably emerges from the
multi-domain corpus it relies on, and the general nature of the
DM list, Lg, composed of discourse markers that are abun-
dantly used and carry a general sentiment signal. However,
due to potential domain-specific jargon and language style,
given a domain specific text corpus Cd, it may be useful to
build domain specific sentiment models.

We study five ways to build domain specific sentiment
models based on the general flow described in Figure 1. All
five resulting models, described in the bottom part of Table
2, are based on weakly labeled sentences from the domain-
specific corpus, Cd. All five models rely on the availability of
a general sentiment model, trained in a domain-independent
manner, such as SenDM , which we release to the commu-
nity. In the experiments we describe here, we use a variant
of SenDM , denoted below SenDM∗, which is developed
as SenDM , but after removing finance-related documents
from the general corpus Cg, to better simulate the finance

3Based on topic tagging, see details in section .
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Model name C L M With self-
training

SenDM Cg Lg BERT NA

SenDM
Lg

d Cd Lg SenDM No

SemDMLd

d Cd Ld SenDM No

SenDMP
d Cd NA SenDM Yes

SenDM
Lg+P
d Cd Lg SenDM Yes

SemDMLd+P
d Cd Ld SenDM Yes

Table 2: Sentiment language models and the corresponding
assignment of C, L and M in the flow described in figure 1,
as well as whether the predictions of SenDM are used for
assigning weak labels (”With self-training” – see main text
for details) . SenDM is a general (multi-domain) model. The
other five are domain specific. Cg: a general, multi-domain,
corpus; Cd: a corpus from domain d; Lg: a list of DMs asso-
ciated with sentiment in the English language; Ld: such a list
adapted to domain d.

domain as a new domain.4 This SenDM∗ model is used as
the straining point for inter-training all five models, and in
some cases to define the inter-training weakly labeled data,
as described next.

The first model, SenDM
Lg

d , uses the general DM list, Lg ,
for weak label extraction from text in the target domain. How-
ever, since sentiment-related DMs might be domain specific
we develop a method to extract a domain-specific sentiment-
related DM list, Ld. To that end, we note that there is no need
to define a DM using the standard linguistic definition, and
a functional definition can be used instead. Thus, we define
as a sentiment-related DM , any n-gram (n <= 3) followed
by a comma, for which the set of sentences it opens is en-
riched with highly confident positive/negative predictions, as
determined by SenDM∗. The second model, SemDMLd

d ,
relies on a list composed of such DMs instead of Lg. As
a third approach, we perform one step self-training, where
the high confidence predictions of SenDM∗ over sentences
from Cd are used for inter-training, ignoring the DMs.5 This
model is denoted by SenDMP

d . Finally, aiming to reduce
labeling noise, we explore a synergistic approach, i.e., taking
as weakly labeled positive/negative sentences only those for
which an opening DM conveys a sentiment signal, and that
sentiment is consistent with the high confidence prediction
of SenDM∗. We study this approach with our two DM lists,
Lg and Ld, giving rise to two additional models, denoted
SenDM

Lg+P
d and SemDMLd+P

d , respectively.

Domain Specific Sentiment-Related DMs We now turn
to describe how we generate the domain specific sentiment-

4In practical applications, though, users can obviously use our
SenDM directly when building a domain-specific model.

5In this work we use predictions with score > 0.9 and score <
0.1 as positive/negative weak labels.

related DM list, Ld, given the domain specific corpus Cd and
using SenDM∗. Note, we are not interested in identifying all
domain specific sentiment related DMs. Rather, we are seek-
ing a precision oriented list, for the purpose of obtaining a
high-quality weakly labeled set of sentences for inter-training
process. Thus, we perform strict automatic filtering in the
process. The idea is to first identify all n-grams that may
potentially serve as DMs, and then identify whether the set
of sentences they open is enriched with positive/negative
sentiment, based on the predictions of SenDM∗.

The first step consists of identifying a list of candidate
DMs. To this end we first identify all unigrams, bigrams,
and trigrams, that, followed by a comma, open sentences
in Cd, and further group these using NER (e.g., instead of
multiple bigrams of the type ”on Sept 9th”, ”on 10/2/2020”,...
we generate one bigram ”on DATE”). The candidate list
consists of the 1000 most frequent DMs. Specific filters may
be further applied depending on the domain corpora – see
appendix for details.

The second step consists of using SenDM∗ to select
the domain-specific DMs out of the candidate list. We
analyse the sentences that start with the DMs in the above
candidate list, to find those DMs whose associated sentences
are significantly associated with a highly confident predic-
tion of positive/negative sentiment. For each candidate DM,
we sample 1000 sentences from the set of all sentences that
start with the DM followed by a comma, and assign each
of these sentences with a sentiment if it is scored with high
confidence6 by SenDM∗. For each candidate DM, we per-
form a statistical analysis of the sentiment of its associated
sentences, on the sample of 1000 sentences, provided that
they are not too repetitive based on token counts, and that
the sentiment class with the higher count comprises at least
85% of the sentences assigned a sentiment. A DM is con-
sidered to be associated with a positive/negative sentiment
if the p-value of the positive/negative class is smaller than
0.01 after Bonferroni correction for multiple tests, based on
a Hypergeometric test. We release the code that allows a user
that has a corpus of interest to use SenDM to generate a
specific DM list adapted to the corpus, as described above.

Experimental Setup
The inter-training and evaluation details are identical to those
described in Section . For the number of weakly labeled
samples used for inter-training the finance-specific sentiment
models, see Table 1 in the appendix. In all cases we divide
the samples into training (80%), development (10%), and test
(10%) sets.

Finance-specific Corpora From the General Corpus, Cg,
we can define a sub-corpus that is focused on the financial
domain, using a provided metadata topic field, and filtering
only for articles from the topic ’Finance’. We term this corpus
Cfin and use it for studying adaptation to the finance domain.

SenDM∗. As we are interested in studying the scenario
of adapting to a new domain, which is possibly not covered
by the data used to train SenDM , and since the corpus used

6< 0.1 or > 0.9
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Figure 3: Performance of the general model and the various
domain specific models on the finance dataset, fpb75, for
the zero shot setting. SenDM∗ is the general model when
trained on a corpus not containing financial documents – see
main text for details. All models are base size. In all models
the domain d is finance. The dashed horizontal line indicates
the prior of the common class in fpb75.

to train SenDM does contain some financial documents, we
generate a variant of SenDM excluding the finance domain.
This model, denoted by SenDM∗, is trained analogously to
SenDM , except we exclude financial documents from Cg

before using it. Naturally, we do not expect a user to train such
a model, it is used here and in the appendix, only to examine
to what extent our approach can generalize to domains not
covered by the general corpus used to train SenDM .

Results
Leveraging SenDM∗ and Lfin, we generate the five ver-
sions of domain specific sentiment models described in (see
Table 3 for the DMs in Lfin

7.). Figure 3 depicts the accu-
racy of the finance specific sentiment models, on the finance
dataset fpb75, for the zero shot setting, in comparison to the
accuracy of the general model, SenDM∗. As can be seen,
indeed using the domain specific DMs rather than the general
list improves the accuracy (blue vs. orange, and brown vs.
purple bars). One step self-training is valuable even without
combining it with a signal from DMs (red vs. green bars).
Combining one step self-training in a synergistic manner
with the signals from the DMs as described above brings
additional value (purple vs. orange and brown vs. blue bars).
The highest accuracy is achieved when combining the sig-
nal of the finance-specific DMs with one step self training
(brown bar). All above accuracy comparisons are significant
(p < 0.05), based on McNemar’s test. It is interesting to
note that using Lg for extracting the weak labels from the
finance corpus, results in lower performance than using the

7We also use SenDM∗ instead of SenDM to identify Lfin

for the reasons described above

general model (orange vs. green bars). This may be attributed
to a higher noise in the signal of the Lg DMs in the finance
corpus compared to the general corpus. This explanation is
consistent with the improvement gained by incorporating
self-training in a synergistic manner with Lg, a step that re-
sults in noise reduction. For the few shot scenario we do not
find significant differences between the models – see Figure
2 in the Appendix.

We note that the suggested approach may be applied iter-
atively to gain further improvement on the finance dataset.
Moreover, this adaptation process can also be applied to
SenDM itself. We leave these directions for future work.

Analysis of Domain Specific Sentiment DMs As we saw
above, leveraging the finance specific DMs, was useful for
adapting the sentiment model to the finance domain. Table
3 lists the sentiment-related DMs extracted from general
English, Lg , as well as from the financial domain.

Although some of the finance-specific DMs echo those
appearing in general English usage (e.g., ’fortunately’), many
DMs are domain specific, and in fact may not be consid-
ered a DM by the standard linguistic definition. For example,
the bigram ’ORG CEO’ (’Walmart’s CEO’, ’BOA’s CEO’,
etc.), is associated with a positive sentiment. This might be
surprising at first sight, and would probably not be listed
in a manually curated finance-specific DM list, but in hind-
sight makes sense. When considering what sentences might
follow such an opening, one would expect them to discuss
positive things about the company. Another such example
is ’under the leadership’. Here again, we find, that although
not expected a-priori, most sentences that follow this open-
ing, would carry a positive sentiment due to the reference to
leadership.

Next, we were interested to see how sentiment DMs vary
in other domains. We carved out several domain corpora out
of the general corpus. Beyond the Finance Corpus described
above we also introduce: (1) The Sports Corpus: Similarly
to the creation of the Finance Corpus but filtering for articles
from the topic ’Sports’; and (2) The Science Corpus: This
corpus focuses on scientific articles from scientific journals,
and is defined as any article in Cg that was published in one
of the journals included in the list of journal impact factors8.

These lists can be found in Table 3. We find that some
DMs continue to be ubiquitous across domains (e.g., ’fortu-
nately’), but others seem to be associated with sentiment in
specific domains only. An interesting example is the word
’women’, which in the scientific domain, is among the list of
negatively associated DMs. We found that in scientific papers,
sentences beginning with ’women’ will often deal with issues
like oppression and deprivation, and thus are associated with
a negative sentiment.

Discussion
This work suggests to leverage DMs that carry a sentiment
signal to inter-train and adapt general-purpose language mod-
els to the sentiment classification task. The obtained senti-
ment analysis models demonstrate significant performance

8https://www.scimagojr.com/journalrank.php
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Domain Associated with Posi-
tive Sentiment

Associated with Neg-
ative Sentiment

General ’fortunately’, ’hap-
pily’, ’hopefully’,
’ideally’, ’luckily’,
’thankfully’

’admittedly’, ’curi-
ously’, ’inevitably’,
’sadly’, ’unfortu-
nately’

Finance ’as ORG’, ’at the
event’, ’fortunately’,
’hopefully’, ’ide-
ally’, ’in future’,
’in other business’,
’luckily’, ’once com-
pleted’,’ORG CEO’,
’starting DATE’,
’thankfully’, ’the pro-
gram’, ’this way’, ’to
achieve this’, ’under
his leadership’, ’with
ORG’

according to police’,
’sadly’, ’the problem’,
’the problem is’, ’un-
fortunately’, ’worse’

Sports ’beginning DATE’,
’fortunately’, ’in the
future’, ’luckily’,
’thankfully’, ’that
way’

’admittedly’, ’alas’,
’granted’, ’ironi-
cally’, ’sadly’, ’true’,
’unfortunately’, ’un-
fortunately for ORG’

Science ’established in DATE’,
’if necessary’, ’if
possible’, ’if success-
ful’, ’luckily’, ’that
way’, ’to address
this’, ’when possible’,
’whenever possible’,
’where possible’,
’with this approach’

’admittedly’, ’at
ORDINAL glance’,
’at times’, ’curiously’,
’even then’, ’even
worse’, ’in part’,
’inevitably’, ’paradox-
ically’, ’predictably’,
’regrettably’, ’the
problem’, ’there was’,
’too often’, ’unsurpris-
ingly’, ’without it’,
’women’

Table 3: Sentiment-related DMs. The lists below the double
line are domain specific. The upper case tokens are NER tags.

boost across multiple domains, most notably in the zero-shot
and few-shot learning scenarios, emphasizing the practical
value of this work. We further show how to evolve the ob-
tained models to a specific domain of interest, using automat-
ically identified domain-specific DMs which are associated
with a specific sentiment class. We show how this approach
yields a further performance enhancement in zero-shot learn-
ing within the challenging finance domain.

The ability to bootstrap a general, small, and easily iden-
tified seed of sentiment carrying DMs into a powerful senti-
ment analysis model may hold additional valuable implica-
tions. For example, this approach can be easily adapted to
languages beyond English, including low resource languages,
as long as a reasonably sized corpus is available. Another
interesting direction would be to expand the proposed ap-
proach for targeted sentiment analysis. For example, in the
finance domain, the company appearing in a sentence can be

considered as the sentiment target.

Sileo et al. (2020) show that various NLP task classes are
naturally associated with specific DMs. Thus, the methodol-
ogy presented here for leveraging DMs to create task-specific
language models can be potentially applied to tasks beyond
sentiment analysis. Finally, DMs probably represent only
one type of linguistic cues among the richness of signals in
natural language that can be leveraged as self-supervision to
align LMs with downstream tasks.

Appendix

Filters Applied to the Domain-Specific DM Selection

In some domains certain DMs may be very specific to a
journal, or even a reporter. We find this is the case in the
finance domain. Hence, we further filter out DMs whose
sentences originate from a relatively narrow set of journals.
For this purpose we define the entropy of a DM, based on the
probability distribution of its sentences across journals, and
filter out 30% DMs with lowest entropy. Furthermore, in the
case of the finance domain, since the sentiment analysis task
is to identify a sentiment with respect to a company, we apply
the above process only to sentences mentioning a company
name, where we use the list of all companies traded in one of
the five major stock exchanges9.

Additional Tables and Figures

Model name Total number of samples used
for intermediate training

SenDM 1,876,614

SenDM∗ 1,815,943

SenDM
Lg

d 60,671

SemDMLd

d 99,521

SenDMP
d 490,989

SenDM
Lg+P
d 45,246

SemDMLd+P
d 70,681

Table 4: The number of samples used as weak labels to train
each sentiment model. In all cases we divide these into train-
ing (80%), development (10%) and test (10%) sets.

9Note that this sentence selection step is not applied to the
finance corpus which contains all sentences from finance documents
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Figure 4: Performance of SenDM-base and base sized base-
lines on fpb75 given different amounts of fine-tuning exam-
ples. Lines indicate the mean and shaded areas indicate the
standard deviation over the five seeds (see Section 3.4 for
details). The dashed horizontal line indicates the prior of
the common class in the dataset. SenDM∗ is the same as
SenDM when trained excluding financial documents.

Figure 5: Performance of the general model and the various
domain specific models on the finance dataset fpb75 for the
zero and few shot settings. ∗: SenDM∗ is the general model
when trained on the general corpus excluding financial docu-
ments – see Section 4.2 for details. In all models the domain
d is finance. The dashed horizontal line indicates the prior of
the common class in fpb75.
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