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Abstract

Recent years have witnessed a large amount of decentralized data in multiple (edge) devices of end-users, while the aggregation of the decentralized data remains difficult for machine learning jobs due to laws or regulations. Federated Learning (FL) emerges as an effective approach to handling decentralized data without sharing the sensitive raw data, while collaboratively training global machine learning models. The servers in FL need to select (and schedule) devices during the training process. However, the scheduling of devices for multiple jobs with FL remains a critical and open problem. In this paper, we propose a novel multi-job FL framework to enable the parallel training process of multiple jobs. The framework consists of a system model and two scheduling methods. In the system model, we propose a parallel training process of multiple jobs, and construct a cost model based on the training time and the data fairness of various devices during the training process of diverse jobs. We propose a reinforcement learning-based method and a Bayesian optimization-based method to schedule devices for multiple jobs while minimizing the cost. We conduct extensive experimentation with multiple jobs and datasets. The experimental results show that our proposed approaches significantly outperform baseline approaches in terms of training time (up to 8.67 times faster) and accuracy (up to 44.6% higher).

Introduction

Recent years have witnessed a large amount of decentralized data over various Internet of Things (IoT) devices, mobile devices, etc. (Liu et al. 2021), which can be exploited to train machine learning models of high accuracy for diverse artificial intelligence applications. Since the data contain sensitive information of end-users, a few stringent legal restrictions (Official Journal of the European Union 2016; CCL 2018; CCP 2018; Chik 2013) have been put into practice to protect data security and privacy. In this case, it is difficult or even impossible to aggregate the decentralized data into a single server or a data center to train machine learning models. To enable collaborative training with distributed data, federated learning (FL) (McMahan et al. 2017a), which does not transfer raw data, emerges as an effective approach.

FL was first introduced to collaboratively train a global model with non-Independent and Identically Distributed (non-IID) data distributed on mobile devices (McMahan et al. 2017a). During the training process of FL, the raw data is kept decentralized without being moved to a single server or a single data center (Kairouz et al. 2019; Yang et al. 2019). FL only allows the intermediate data to be transferred from the distributed devices, which can be the weights or the gradients of a model. FL generally exploits a parameter server architecture (Smola and Narayananmuthy 2010), where a server (or a group of servers) coordinates the training process with numerous devices. To collaboratively train a global model, the server selects (schedules) a number of devices to perform local model updates based on their local data, and then it aggregates the local models to obtain a new global model. This process is repeated multiple times so as to generate a global model of high accuracy.

While current FL solutions (McMahan et al. 2017a; Pilla 2021) focus on a single-task job or a multi-task job (Smith et al. 2017), FL with multiple jobs (Han et al. 2020) remains an open problem. The major difference between the multi-task job and multiple jobs is that the tasks of the multi-task job share some common parts of the model, while the multiple jobs do not have interaction between each other in terms of the model. The multi-job FL deals with the simultaneous training process of multiple independent jobs. Each job corresponds to multiple updates during the training process of a global model with the corresponding decentralized data. While the FL with a single job generally chooses a portion of devices to update the model, the other devices remain idle, and the efficiency is low. The multi-job FL can well exploit diverse devices for multiple jobs simultaneously, which brings high efficiency. The available devices are generally heterogeneous (Li et al. 2020, 2021), i.e., the computing and communication capability of each device is different, and the data in each device may also differ. During the training process of multiple jobs, the devices need to be scheduled to each job. At a given time, a device can be scheduled to only one job. However, only a portion of the available devices is scheduled to one job in order to reduce the influence of stragglers (McMahan et al. 2017a). Powerful devices should be scheduled to jobs in order to accelerate the training pro-
In order to protect the security and privacy of decentralized raw data, FL emerges as a promising approach, which enables training a global model with decentralized data (McMahan et al. 2017a; Yang et al. 2019; Li et al. 2020; Liu et al. 2021). Based on the data distribution, FL can be classified into three types, i.e., horizontal, vertical, and hybrid (Yang et al. 2019; Liu et al. 2021). The horizontal FL addresses the decentralized data of the same features, while the identifications are different. The vertical FL handles the decentralized data of the same identifications with different features. The hybrid FL deals with the data of different identifications and different features. In addition, FL includes two variants: cross-device FL and cross-silo FL (Kairouz et al. 2019). The cross-device FL trains global machine learning models with a huge number of mobile or IoT devices, while the cross-silo FL handles the collaborative training process with the decentralized data from multiple organizations or geo-distributed datacenters. In this paper, we focus on the horizontal and cross-device FL.

Current FL approaches (Bonawitz et al. 2019; Liu et al. 2020b; Yurochkin et al. 2019; Wang et al. 2020) generally deal with a single job, i.e., with a single global model. While some FL approaches have been proposed to handle multiple tasks (Smith et al. 2017; Chen et al. 2021), the tasks share some common parts of a global model and deal with the same types of data. In addition, the devices are randomly selected (scheduled) in these approaches.

A few scheduling approaches (McMahan et al. 2017b; Nishio and Yonetani 2019; Li et al. 2021; Abdulrahman et al. 2021; Barika et al. 2019; Nishio and Yonetani 2019; Li et al. 2021; Abdulrahman et al. 2021; Sun et al. 2020) exist for single-job scheduling while the device scheduling with multi-job FL is rarely addressed. The scheduling methods in the above works are mainly based on some heuristics. For instance, the greedy method (Shi, Zhou, and Niu 2020) and the random scheduling method (McMahan et al. 2017b) are proposed for FL, while genetic algorithms (Barika et al. 2019) are exploited for distributed systems. However, these methods do not consider the fairness of data, which may lead to low accuracy for multi-job FL. The black-box optimization-based methods, e.g., RL (Sun et al. 2020), BO (Kim, Kim, and Park 2020), and deep neural network (Zang et al. 2019), have been proposed to improve the efficiency, i.e., the reduction of execution time, in distributed systems. They do not consider data fairness either, which may lead to low accuracy for multi-job FL.

Different from all existing works, we propose a system model for the multi-job FL with the consideration of both efficiency and accuracy. In addition, we propose two scheduling methods, one based on RL and the other based on BO, for multi-job FL, which are suitable for diverse models and for both IID and non-IID datasets.

System Model and Problem Formulation

In this section, we first explain the motivation for multi-job FL. Then, we propose our multi-job FL framework, consisting of multi-job FL process and a cost model. Afterward, we
formally define the problem to address in this paper.

Motivation for Multi-Job Federated Learning

Let us assume a scenario where there are multiple FL jobs to be processed at the same time, e.g., image classification, speech recognition, and text generation. These jobs can be trained in parallel so as to efficiently exploit the available devices. However, while each device can only update the model of one job at a given time slot, it is critical to schedule devices to different jobs during the training process. As the devices are generally heterogeneous, some devices may possess high computation or communication capability while others may not. In addition, the data fairness of multiple devices may also impact the convergence speed of the training process. For instance, if only certain powerful devices are scheduled to a job, the model can only learn the knowledge from the data stored on these devices, while the knowledge from the data stored on other devices may be missed. In order to accelerate the training process of multiple jobs with high accuracy, it is critical to consider how to schedule devices while taking into consideration both the computing and communication capability and the data fairness.

A straightforward approach is to train each job separately using the mechanism explained in (McMahan et al. 2017b), while exploiting the existing scheduling of single-job FL, e.g., FedAvg (McMahan et al. 2017b). In this way, simple parallelism is considered while the devices are not fully utilized and the system is of low efficiency. In addition, a direct adaptation of existing scheduling methods to multi-job FL cannot address the efficiency and the accuracy at the same time. Thus, it is critical to propose a reasonable and effective approach for the multi-job FL.

Multi-job Federated Learning Framework

In this paper, we focus on an FL environment composed of a server module and multiple devices. The server module (Server) may consist of a single parameter server or a group of parameter servers (Li et al. 2014). In this section, we present a multi-job FL framework, which is composed of a process for the multi-job execution and a cost model to estimate the cost of the execution.

Multi-job FL Process Within the multi-job FL process, we assume that $K$ devices, denoted by the set $K$, collaboratively train machine learning models for $M$ jobs, denoted by the set $M$. Each device $k$ is assumed to have $M$ local datasets corresponding to the $M$ jobs without loss of generality, and the dataset of the $m$-th job on device $k$ is expressed as $D^m_k = \{x^m_{k,d}, y^m_{k,d} \in \mathbb{R}^{n_m} \mid d = 1, \ldots, D^m_k\}$ as the number of data samples, $x^m_{k,d}$ representing the $d$-th $n_m$-dimensional input data vector of Job $m$ at Device $k$, and $y^m_{k,d}$ denoting the labeled output of $x^m_{k,d}$. The whole dataset of Job $m$ is denoted by $D^m = \bigcup_{k \in K} D^m_k$ with $D^m = \sum_{k \in K} D^m_k$. The objective of multi-job FL is to learn respective model parameters $\{w^m\}$ based on the decentralized datasets. The global learning problem of multi-job FL can be expressed by the following formulation:

Minimizing the loss value of each job, we assume that the importance of each job is the same. In order to measure the performance of each job, we assume that the importance of each job is the same. In order to solve the problem defined in Formula 1, the Server needs to continuously schedule devices for different jobs to update the global models iteratively until the training processes of the corresponding job converge or achieve a target performance requirement (in terms of accuracy or loss value). We design a multi-job FL process as shown in Fig. 1. The Server first initializes a global model for each job. The initialization can be realized randomly or from the pre-training process with public data. In order to know the current status of devices, the Server sends requests to available devices in Step 1. Then, in Step 2, the Server schedules devices to the current job, according to a scheduling plan generated from a scheduling method (see details in Section ). The scheduling plan is a set of devices that are selected to perform the local training process for the current job. Please note that the scheduling process generates a scheduling plan for each job during the training process of multiple jobs, i.e., with an online strategy, while the scheduling processes of multiple jobs are carried out in parallel. The Server distributes the latest global model of the current job to the scheduled devices in Step 3, and then the model is updated in each device based on the local data in Step 4. Afterward, each device uploads the updated model to the Server after its local training in Step 5. Finally, Server aggregates the models of scheduled devices to generate a new global model in Step 6. The combination of Steps 1 - 6 is denoted by a round, which is repeated for each job corresponding to the global model reaches the expected performance (accuracy, loss value, or convergence). Please note that multiple jobs are executed in parallel asynchronously, while a device can only be scheduled to one job at a given time. In addition, we assume that the importance of each job is the same.

Cost Model In order to measure the performance of each round, we exploit a cost model defined in Formula 2, which is composed of time cost and data fairness cost. The data fairness has a significant impact on convergence speed.

$$\text{Cost}_m^r(V^r_m) = \alpha * \mathcal{F}_m^r(V^r_m) + \beta * \mathcal{F}_m^r(V^r_m),$$

where $\alpha$ and $\beta$ are the weights of time cost and fairness cost respectively, $\mathcal{F}_m^r(\cdot)$ represents the execution time of the training process in Round $r$ with the set of scheduled devices $V^r_m$, and $\mathcal{F}_m(\cdot)$ is the corresponding data fairness cost. As defined in Formula 3, the execution time of a round depends on the slowest device in the set of scheduled devices.

$$\mathcal{F}_m^r(V^r_m) = \max_{k \in V^r_m} \{t_{m}^{k}\},$$

where $t_{m}^{k}$ is the execution time of Round $r$ in Device $k$ for Job $m$. $t_{m}^{k}$ is composed of the communication time and the computation time, which is complicated to estimate and differs for different devices. In this study, we assume that the
execution time of each device follows the shift exponential distribution as defined in Formula 4 (Shi et al. 2021; Lee et al. 2018):

$$P[R_m < t] = \begin{cases} 1 - e^{-\frac{\mu_k}{\tau_m}(t-\tau_m a_k D_k m)}, & t \geq \tau_m a_k D_k m, \\ 0, & \text{otherwise}, \end{cases}$$

(4)

where the parameters $a_k > 0$ and $\mu_k > 0$ are the maximum and fluctuation of the computation and communication capability, which is combined into one quantity, of Device $k$, respectively. Moreover, we assume that the calculation time of model aggregation has little impact on the training process because of the strong computation capability of the Server and the low complexity of the model.

The data fairness of Round $r$ corresponding to Job $m$ is indicated by the deviation of the frequency of each device to be scheduled to Job $m$ defined in Formula 5.

$$\mathcal{F}_m^r(V_m^r) = \frac{1}{|K|} \sum_{k \in K} (s_{k,m} - \frac{1}{|K|} \sum_{k \in K} s_{k,m})^2,$$

(5)

where $s_{k,m}$ is the frequency of Device $k$ to be scheduled to Job $m$, and $K$ and $|K|$ are the set of all devices and the size, respectively. $s_{k,m}$ is calculated by counting the total number of the appearance of Device $k$ to be scheduled to Job $m$ in the set of scheduling plans for Job $m$, i.e., $\{V_m^1, ..., V_m^r\}$.

**Problem Formulation**

The problem we address is how to reduce the training time when given a loss value for each job. While the execution of each job is carried out in parallel, the problem can be formulated as follows:

$$\min_{V_m^r} \left\{ \sum_{m=1}^{M} \sum_{r=1}^{R_m^r} \mathcal{F}_m^r(V_m^r) \right\}$$

(6)

s.t. \(l_m(R_m^r) \leq l_m\), $V_m^r \subset K$, $\forall m \in \{1, 2, ..., M\}$, $\forall r \in \{1, 2, ..., R_m^r\}$, $\forall m \in \{1, 2, ..., M\}$, $\forall r \in \{1, 2, ..., R_m^r\}$, $\forall m \in \{1, 2, ..., M\}$, $\forall r \in \{1, 2, ..., R_m^r\}$, where $l_m$ is the given loss value of Job $m$, $R_m^r$ represents the minimum number of rounds to achieve the given loss in the real execution, and $L_m(R_m^r)$ is the loss value of the trained model at Round $R_m^r$, defined in Formula 1. As it requires the global information of the whole training process, which is hard to predict, to solve the problem, we transform the problem to the following one, which can be solved with limited local information of each Round. In addition, in order to achieve the given loss value of Job $m$ within a short time (the first constraint in Formula 6), we need to consider the data fairness within the total cost in Formula 7, within which the data fairness can help reduce $R_m^r$ so as to minimize the total training time.

$$\min_{V_m^r} \left\{ \text{TotalCost}(V_m^r) \right\},$$

(7)

$$\text{TotalCost}(V_m^r) = \sum_{m'=1}^{M} \text{Cost}_{m'}(V_m^r),$$

(8)

s.t. $V_m^r \subset K$, $\forall m' \in \{1, 2, ..., M\}$, where $\text{Cost}_{m'}(V_m^r)$ can be calculated based on Formula 2 with a set of scheduled devices $V_m^r$ to be generated using a scheduling method for Job $m$. Since the scheduling results of one job may have a potential influence on the scheduling of other jobs, we consider the cost of other jobs when scheduling devices to the current job in this problem. As the search space is $O(2^{|K|})$, this scheduling problem is still a combinatorial optimization problem (Toth 2000) and NP-hard (Du and Leung 1989; Liu et al. 2020a).

**Device Scheduling for Multi-job FL**

In this section, we propose two scheduling methods, i.e., BO-based and RL-based, to address the problem defined in Formula 7. The scheduling plan generated by a scheduling method is defined in Formula 9:

$$V_m^r = \arg\min_{V_m^r} \text{TotalCost}(V_m^r),$$

(9)
Algorithm 1: Bayesian Optimization-Based Scheduling

Input:
\[ V_o : \text{A set of occupied devices} \]
\[ S_m : \text{A matrix of the frequency of each device scheduled to Job } m \]
\[ R_m : \text{The maximum round of the current Job } m \]
\[ l_m : \text{The desired loss value for Job } m \]

Output:
\[ \Pi_L \leftarrow \text{Randomly generate a set of observation points and calculate the cost} \]
\[ \text{for } r \in \{1, ... R_m\} \text{ and } l_m \text{ is not achieved do} \]
\[ \Pi' \leftarrow \text{Randomly generate a set of observation points with the devices within } K \backslash V_o \]
\[ \text{FL training of Job } m \text{ with } V^{r_m} \text{ and update } S_m, V_o \]
\[ C_r = \text{TotalCost}(V^{r_m}) \]
\[ \Pi_{L+r} \leftarrow \Pi_{L+r-1} \cup \{V^{r_m}, C_r\} \]
\[ \text{end for} \]

where \( V^{r_m} \) is a scheduling plan, \( K \backslash V^{r_m} \) represents the set of available devices to schedule, \( \text{TotalCost}(V^{r_m}) \) is defined in Formula 8, and \( K \) and \( V_o \) are the set of all devices and the set of occupied devices in Round \( r \), respectively.

Bayesian Optimization-Based Scheduling

While the Gaussian Process (GP) (Srinivas et al. 2010) can well represent linear and non-linear functions, BO-based methods (Shahriari et al. 2016) can exploit a GP to find a near-optimal solution for the problem defined in Formula 9. In this section, we propose a Bayesian Optimization-based Device Scheduling method (BODS).

We adjust a GP to fit the cost function \( \text{TotalCost}(\cdot) \). The GP is composed of a mean function \( \mu \) defined in Formula 10 and a covariance function \( K \) defined in Formula 11 with a Matern kernel (Williams and Rasmussen 2006).

\[
\mu(V^{r_m}_{\cdot \cdot}) = \frac{\mathbb{E}}{V_m \subseteq \{K \backslash V_o\}} [\text{TotalCost}(V^{r_m}_{\cdot \cdot})] \tag{10}
\]

\[
K(V^{r_m}_{\cdot \cdot}, V'_{\cdot \cdot}) = \frac{\mathbb{E}}{V_m \subseteq \{K \backslash V_o\}, V'_m \subseteq \{K \backslash V_o\}} [(\text{TotalCost}(V^{r_m}_{\cdot \cdot}) - \mu(V^{r_m}_{\cdot \cdot})) (\text{TotalCost}(V'_{\cdot \cdot}) - \mu(V'_{\cdot \cdot}))] \tag{11}
\]

The BODS is explained in Algorithm 1. First, we randomly generate a set of observation points and calculate the cost based on Formula 2 (Line 1). Each observation point is a pair of scheduling plan and cost for the estimation of mean function and the covariance function. Then, within each round, we randomly sample a set of scheduling plans (Line 3), within which we select the one with the biggest reward using updated \( \mu \) and \( K \) based on \( \Pi_{L+r-1} \) (Line 4). Afterward, we perform the FL training for Job \( m \) with the generated scheduling plan (Line 5), and calculate the cost corresponding to the real execution (Line 6) according to Formula 8 and update the observation point set (Line 7).

Reinforcement Learning-Based Scheduling

In order to learn more information about the near-optimal scheduling patterns for complex jobs, we further propose a Reinforcement Learning-based Device Scheduling (RLDS) method as shown in Fig. 2, which is inspired by (Mao et al. 2019; Sun et al. 2020). The scheduler of RLDS consists of a policy network and a policy converter. In the process of device scheduling, RLDS collects the status information of jobs as the input to the policy network. Then, the policy network generates a list of probabilities on all devices as the output. Finally, the policy converter converts the list into a scheduling plan.

Policy Network The policy network is implemented using a Long Short-Term Memory (LSTM) network followed by a fully connected layer, which can learn the sharing relationship of devices among diverse jobs. We take the computation and communication capability of available devices to be used in Formula 4, and the data fairness of each job defined in Formula 5 as the input. The network calculates the probability of each available device to be scheduled to a job.

Policy Converter The Policy Converter generates a scheduling plan based on the probability of each available device calculated by the policy network with the \( \epsilon \)-greedy strategy (Xia and Zhao 2015).

Training In the training process of RLDS, we define the reward as \( \mathbb{R}^{m} = -1 \times \text{TotalCost}(V^{r_m}_{\cdot \cdot}) \). Inspired by (Williams 1992; Zoph and Le 2017), we exploit Formula 12 to update the policy network:
Algorithm 2: Reinforcement Learning-Based Scheduling

**Input:**

- $V_o$: A set of occupied devices
- $S_m$: A vector of the frequency of each device scheduled to Job $m$
- $R_m$: The maximum round of the current Job $m$
- $b_m$: The desired loss value for Job $m$.

**Output:**

- $V_m = \{V_m^1, ..., V_m^{R_m}\}$: a set of scheduling plans, each with the size $|K| \times C_m$
- $\theta$: pre-trained policy network, $\Delta \theta \leftarrow 0, \theta_m \leftarrow 0$
- $\nabla \theta \log P(\mathcal{S}_k^m | \mathcal{S}^m_{k-1}; \theta)$
- $b_m^* = 1 - \gamma * b_m + \gamma * \mathcal{A}_m$

\[
\theta' = \theta + \frac{\eta}{N} \sum_{n=1}^{N} \sum_{k \in V_{m,n}} \nabla_{\theta} \log P(\mathcal{S}_k^m | \mathcal{S}^m_{k-1}; \theta) (\mathcal{A}_m^m - b_m),
\]

where $\theta'$ and $\theta$ represent the updated parameters and the current parameters of the policy network, respectively, $\eta$ is the learning rate, $N$ is the number of scheduling plans to update the model in Round $r$ ($N > 1$ in the pre-training process and $N = 1$ during the execution of multiple jobs), $P$ represents the probability calculated based on the RL model, $\mathcal{S}_k^m = 1$ represents that Device $k$ is scheduled to Job $m$, and $b_m$ is the baseline value for reducing the variance of the gradient.

We exploit RLDS during the training process of multiple jobs within the MJ-FL framework as shown in Algorithm 2. We pre-train the policy network with randomly generated scheduling plans (see details in Appendix (Zhou et al. 2021)) (Line 1). When generating a scheduling plan for Job $m$, the latest policy network is utilized (Line 3). We perform the FL training for Job $m$ with the generated scheduling plan and update the frequency matrix $S_m$ and the set of occupied devices $V_o$ (Line 4). Afterward, we calculate the reward corresponding to the real execution (Line 5). The parameters are updated based on the Formula 12 (Line 6), while the baseline value $b_m$ is updated while considering the historical value (Line 7).

**Experiments**

In this section, we present the experimental results to show the efficiency of our proposed scheduling methods within MJ-FL. We compared the performance of RLDS and BODS with four baseline methods, i.e., Random (McMahan et al. 2017b), FedCS (Nishio and Yonetani 2019), Genetic (Barika et al. 2019), and Greedy (Shi, Zhou, and Niu 2020).

**Federated Learning Setups**

In the experiment, we take three jobs as a group to be executed in parallel. We carry out the experiments with two groups, i.e., Group A with VGG-16 (VGG) (Simonyan and Zisserman 2015), CNN (CNN-A-IID and CNN-A-non-IID) (LeCun et al. 1998), and LeNet-5 (LeNet) (LeCun et al. 1998), and Group B with Resnet-18 (ResNet) (He et al. 2016), CNN (CNN-B) (LeCun et al. 1998), and Alexnet (Krizhevsky, Sutskever, and Hinton 2012), while each model corresponds to one job. The complexity of the models is as follows: AlexNet $<$ CNN-B $<$ ResNet and LeNet $<$ CNN (CNN-A-IID and CNN-A-non-IID) $<$ VGG. We exploit the datasets of CIFAR-10 (Krizhevsky and Hinton 2009), emnist-letters (Cohen et al. 2017), and Fashion-MNIST (Xiao, Rasul, and Vollgraf 2017), and MNIST (LeCun et al. 1998) in the training process. Please see details of the models and datasets in Appendix. For the non-IID setting of each dataset, the training set is classified by category, and the samples of each category are divided into 20 parts. Each device randomly selects two categories and then selects one part from each category to form its local training set. For the IID setting, each device randomly samples a specified number of images from each training set. In addition, we use 12 Tesla V100 GPUs to simulate an FL environment composed of a parameter server and 100 devices. We use Formula 4 to simulate the capabilities of devices in terms of training time with the uniform sampling strategy, while the accuracy is the results from the real training processes. In the experimentation, we use corresponding target accuracy (for ease of comparison) in the place of target loss value.
In this work, we proposed a new Multi-Job Federated Learning framework, i.e., MJ-FL. The framework is composed of a system model and two device scheduling methods. The system model is composed of a process for the parallel execution of multiple jobs and a cost model based on the capability of devices and data fairness. We proposed two device scheduling methods, i.e., RLDS for complex jobs and BODS for simple jobs, to efficiently select proper devices for each job based on the cost model. We carried out extensive experimentation with six real-life models and four datasets with IID and non-IID distribution. The experimental results show that MJ-FL outperforms the single-job FL, and that our proposed scheduling methods significantly outperform baseline methods (up to 44.6% in terms of accuracy, 8.67 times faster for a single job, and 4.67 times faster for the total time).

Table 1: The convergence accuracy and the time required to achieve the target accuracy for different methods in Group A. The numbers in parentheses represent the target accuracy, and "/" represents that the target accuracy is not achieved.

<table>
<thead>
<tr>
<th></th>
<th>Convergence Accuracy</th>
<th>Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Random</td>
<td>Genetic</td>
</tr>
<tr>
<td>VGG</td>
<td>0.55</td>
<td>0.54</td>
</tr>
<tr>
<td>CNN</td>
<td><strong>0.90</strong></td>
<td>0.80</td>
</tr>
<tr>
<td>LeNet</td>
<td>0.990</td>
<td>0.988</td>
</tr>
<tr>
<td>LeNet</td>
<td>0.9945</td>
<td>0.9928</td>
</tr>
<tr>
<td>LeNet</td>
<td>0.991</td>
<td>0.992</td>
</tr>
</tbody>
</table>

Table 2: The convergence accuracy and the time required to achieve the target accuracy for different methods in Group B. The numbers in parentheses represent the target accuracy, and "/" represents that the target accuracy is not achieved.

<table>
<thead>
<tr>
<th></th>
<th>Convergence Accuracy</th>
<th>Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Random</td>
<td>Genetic</td>
</tr>
<tr>
<td>ResNet</td>
<td>0.546</td>
<td>0.489</td>
</tr>
<tr>
<td>CNN</td>
<td>0.821</td>
<td>0.767</td>
</tr>
<tr>
<td>AlexNet</td>
<td>0.989</td>
<td>0.986</td>
</tr>
<tr>
<td>ResNet</td>
<td>0.787</td>
<td>0.754</td>
</tr>
<tr>
<td>CNN</td>
<td>0.867</td>
<td>0.867</td>
</tr>
<tr>
<td>AlexNet</td>
<td>0.9938</td>
<td>0.9938</td>
</tr>
</tbody>
</table>

Evaluation on the non-IID setting: When the decentralized data is of non-IID, the data fairness defined in Formula 5 has a significant influence on the accuracy. As shown in Fig. 3, the convergence speed of our proposed methods, i.e., RLDS and BODS, is significantly faster than other methods. RLDS has a significant advantage for complex jobs (VGG in Fig. 3(a)), while BODS can lead to good performance for relatively simple jobs in Groups A and B (please see details of Group B in Fig. 6 in Appendix). In addition, as shown in Tables 1 and 2, the final accuracy of RLDS and BODS outperforms other methods (up to 44.6% for BODS and 33.3% for RLDS), as well. Given a target accuracy, our proposed methods can achieve the accuracy within a shorter time, compared with baseline methods, in terms of the time for a single job, i.e., the training time of each job (up to 5.04 times shorter for BODS and 5.11 times shorter for RLDS), and the time for the whole training process, i.e., the total time calculated based on Formula 6 (up to 4.15 times for BODS and 4.67 times for RLDS), for Groups A and B. We have similar observations with IID, while the advantage of RLDS is much more significant (up to 8.67 times shorter in terms of the time for a single job) than that of non-IID as shown in Tables 1 and 2. We also find that MJ-FL outperforms (up to 5.36 faster and 12.5% higher accuracy) sequential execution of single-job FL (see details in Appendix).

As RLDS can learn more information with a complex neural network, RLDS outperforms BODS for complex jobs. BODS can lead to high convergence accuracy and fast convergence speed thanks to the emphasis on the combination of the data fairness and the capability of the device, i.e., computation and communication capability. Both RLDS and BODS significantly outperform the baseline methods, while there are also differences among the four methods. The Greedy method is more inclined to schedule the devices with high capability, which leads to a significant decrease in the final convergence accuracy. The Genetic method can exploit randomness to achieve data fairness while generating scheduling plans, and the convergence performance is better than the Greedy method. The FedCS method optimizes the scheduling plan with random selection, which improves the fairness of the device to a certain extent, and the convergence speed is faster than the Random method.

Conclusion

In this work, we proposed a new Multi-Job Federated Learning framework, i.e., MJ-FL. The framework is composed of a system model and two device scheduling methods. The system model is composed of a process for the parallel execution of multiple jobs and a cost model based on the capability of devices and data fairness. We proposed two device scheduling methods, i.e., RLDS for complex jobs and BODS for simple jobs, to efficiently select proper devices for each job based on the cost model. We carried out extensive experimentation with six real-life models and four datasets with IID and non-IID distribution. The experimental results show that MJ-FL outperforms the single-job FL, and that our proposed scheduling methods significantly outperform baseline methods (up to 44.6% in terms of accuracy, 8.67 times faster for a single job, and 4.67 times faster for the total time).
References


Cohen, G.; Afshar, S.; Tapson, J.; and Van Schaik, A. 2017. EMNIST: Extending MNIST to handwritten letters. In Int. Joint Conf. on Neural Networks (IJCNN), 2921–2926.


Mao, H.; Schwarzkopf, M.; Venkatakrishnan, S. B.; Meng, Z.; and Alizadeh, M. 2019. Learning scheduling algorithms for data processing clusters. In Wu, J.; and Hall, W., eds., ACM Special Interest Group on Data Communication (SIGCOMM), 270–288. ACM.


Nishio, T.; and Yonetani, R. 2019. Client selection for federated learning with heterogeneous resources in mobile edge. In IEEE Int. Conf. on Communications (ICC), 1–7.


Pitoura, T.; and Triantafillou, P. 2007. Load distribution fairness in p2p data management systems. In IEEE Int. Conf. on Data Engineering (ICDE), 396–405.


Xia, Z.; and Zhao, D. 2015. Online reinforcement learning by bayesian inference. In Int. Joint Conf. on Neural Networks (IJCNN), 1–6.


