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Abstract

The Evidential regression network (ENet) estimates a con-
tinuous target and its predictive uncertainty without costly
Bayesian model averaging. However, it is possible that the
target is inaccurately predicted due to the gradient shrinkage
problem of the original loss function of the ENet, the negative
log marginal likelihood (NLL) loss. In this paper, the objec-
tive is to improve the prediction accuracy of the ENet while
maintaining its efficient uncertainty estimation by resolving
the gradient shrinkage problem. A multi-task learning (MTL)
framework, referred to as MT-ENet, is proposed to accom-
plish this aim. In the MTL, we define the Lipschitz modi-
fied mean squared error (MSE) loss function as another loss
and add it to the existing NLL loss. The Lipschitz modified
MSE loss is designed to mitigate the gradient conflict with
the NLL loss by dynamically adjusting its Lipschitz constant.
By doing so, the Lipschitz MSE loss does not disturb the un-
certainty estimation of the NLL loss. The MT-ENet enhances
the predictive accuracy of the ENet without losing uncertainty
estimation capability on the synthetic dataset and real-world
benchmarks, including drug-target affinity (DTA) regression.
Furthermore, the MT-ENet shows remarkable calibration and
out-of-distribution detection capability on the DTA bench-
marks.

Introduction
The essential task in the safety-critical deep learning sys-
tems is to quantify uncertainty (Gal 2016; Kendall and Gal
2017). The factors contributing to uncertainty can be classi-
fied into two types: irreducible observation noise (aleatoric
uncertainty) and the uncertainty of model parameters (epis-
temic uncertainty) (Gal 2016; Guo et al. 2017). In particu-
lar, the difficulty and expense involved in representing the
uncertainty of the model parameters make it challenging to
quantify epistemic uncertainty.

Common approaches used to estimate epistemic uncer-
tainty are Ensemble-based methods and Bayesian neural
networks (BNNs) (Wilson and Izmailov 2020). Ensemble-
based methods and BNNs have been shown to produce im-
pressive results in terms of both accuracy and the robust-
ness of uncertainty estimation (Welling and Teh 2011; Neal
2012; Blundell et al. 2015; Lakshminarayanan, Pritzel, and
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Blundell 2017; Gal and Ghahramani 2016; Maddox et al.
2019). However, since multiple numbers of models are re-
quired in ensemble models, and expansive approximations
are necessary in BNNs for the intractable posterior, neither
of these methodologies can be considered cost-effective in
real-world applications (Amini et al. 2020).

In contrast, the evidential neural network (ENet) is a cost-
effective deterministic neural network, designed to accom-
plish uncertainty estimation by generating conjugate prior
parameters as its outputs (Malinin and Gales 2018; Sensoy,
Kaplan, and Kandemir 2018; Gurevich and Stuke 2020; Ma-
linin et al. 2020). The ENet can model both epistemic and
aleatoric uncertainty based on the uncertainty of the gen-
erated conjugate prior. The ability of the ENet to estimate
uncertainty without an ensemble or an expensive posterior
approximation is remarkable.

On the other hand, the fundamental goal of deep learn-
ing is to accomplish state-of-the-art predictive accuracy, not
only to estimate uncertainty. Although the ENet architec-
ture can achieve outstanding and practical uncertainty es-
timations, NLL loss (negative log marginal likelihood)—the
original loss function of the ENet—may result in the high
mean squared error (MSE) of the ENet’s prediction in a cer-
tain condition. Intuitively speaking, this problem is caused
by the fact that the NLL loss could finish training by de-
termining that the target values are unknown instead of cor-
recting the prediction of the ENet. We show that this phe-
nomenon occurs when the estimated epistemic uncertainty is
high. This high epistemic uncertainty implies that the given
training samples are sparse or biased (Gal 2016), which is a
common situation in real-world applications, such as drug-
target affinity prediction tasks (Ezzat et al. 2016; Yang et al.
2021).

One possible solution to resolve this issue is reformulat-
ing the training objective of the ENet as the Multi-task learn-
ing (MTL) loss with an additional loss function which only
optimizes the predictive accuracy, such as the MSE loss.
However, in the MTL, the conflicting gradients problem
could occur, which negatively impact performance (Sener
and Koltun 2018; Lin et al. 2019; Yu et al. 2020). In par-
ticular, for the safety-critical systems, it can be harmful if
the uncertainty estimation capability is degraded despite im-
proved accuracy due to the gradient conflict between the
losses. Therefore, to identify and determine the reason for
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the gradient conflict in our MTL optimization, the gradi-
ent between the loss functions was analyzed. Our analysis
shows the certain condition that this gradient conflict could
occur.

Based on this analysis, we define the Lipschitz modified
MSE loss, which is designed to mitigate the gradient con-
flict with the original NLL loss function of the ENet. We
also propose an MTL framework using the Lipschitz MSE,
named Multi-task-based evidential network (MT-ENet)1. In
particular, our contributions are as follows:
• We thoroughly show that (1) the NLL loss alone is

not sufficient to optimize the prediction accuracy of the
ENet, (2) and adding the MSE-based loss into the train-
ing objective can resolve this issue.

• We establish the condition that the MSE-based loss func-
tion could conflict with the NLL loss. To avoid this gradi-
ent condition, the Lipschitz modified MSE loss function
is designed. Based on our novel Lipschitz loss function,
we propose an MTL framework, MT-ENet, that improves
the prediction accuracy of the ENet while maintaining its
uncertainty estimation capability.

• Our experiments show that MT-ENet outperforms other
strong baselines on the real-word regression benchmark
datasets. And the MT-ENet shows remarkable perfor-
mance in uncertainty estimation and out-of-distribution
detection on the drug-target affinity datasets.

Background
Problem Setup
Assume we have a dataset of the regression task, D =
{(Xi, yi)}Ni=1, where Xi ∈ Rd are the i.i.d. input data
points, d is the dimension of an input vector, yi ∈ R are
the real-valued targets, and N is the number of data sam-
ples. We consider resolving a regression task by modeling a
predictive distribution, p(y|fθ(X)), where f is a neural net-
work and θ is its parameters.

Evidential Regression Network
An evidential regression network (ENet) (Amini et al. 2020)
considers a target value, y, as a sample drawn from a normal
distribution with unknown parameters, µ, σ. These param-
eters, µ and σ, are drawn from a Normal-Inverse-Gamma
(NIG) distribution, which is the conjugate prior to the nor-
mal distribution:
y ∼ N (µ, σ2), µ ∼ N (γ, σ

2

ν ), σ2 ∼ Gamma−1(α, β)
(1)

where γ ∈ R, ν > 0, α > 1, β > 0, and Gamma−1 is the
inverse-gamma distribution. The NIG distribution in Eq 1. is
parameterized by m = {γ, ν, α, β}, which is the output of
the ENet, m = fθ(X), where θ is a trainable parameter of
the ENet (Fig 1).

With the NIG distribution in Eq 1, the model prediction
(E[µ]), aleatoric (E[σ2]), and epistemic (V ar[µ]) uncertainty
of the ENet can be calculated by the following:

E[µ] = γ, E[σ2] =
β

α− 1
, V ar[µ] =

β

ν(α− 1)
. (2)

1Code is at https://github.com/deargen/MT-ENet.

Figure 1: A scheme of the architecture of the MT-ENet
and ENet and simplified examples of roles of the outputs
(m = {γ, ν, α, β}). (Left) An overview of the ENet archi-
tecture. The likelihood and marginal likelihood distribution
can be calculated via the outputs of the ENet. (A) γ deter-
mines the model prediction (point estimation); (B) ν, α, β
determine the model uncertainty (uncertainty estimation);
(C) The predictive distribution (Marginal likelihood) of the
ENet can be derived by γ, ν, α, β.

With these equations, we define point estimation as esti-
mating the model prediction of the ENet, E[µ] = γ and un-
certainty estimation as estimating the uncertainties, E[σ2]
and V ar[µ].

In addition to the uncertainty estimates in Eq 2, pseudo
observation can be used as an alternative interpretation of
the predictive uncertainty, E[σ2] and V ar[µ] (Murphy 2007,
2012). This is widely used in Bayesian statistics literatures
(Lee 1989).

Definition 1. We define α and ν, the outputs of the ENet,
as the pseudo observations.
Note that the aleatoric and the epistemic uncertainty increase
as the pseudo observations decrease because they are in-
versely proportional (E[σ2] ∝ 1

α , V ar[µ] ∝ 1
αν ).

Training the Enet With the Marginal Likelihood
The ENet learns its trainable parameters θ by maximizing a
marginal likelihood with respect to unknown Gaussian pa-
rameters, µ and σ. By analytically marginalizing the NIG
distribution (Eq 1) over these parameters µ and σ, we can
derive the following marginal likelihood:

p(y|m) =

∫ σ2=∞

σ2=0

∫ µ=∞

µ=−∞
p(y|µ, σ2)p(µ, σ2|m)dµdσ2

= t(y; γ,
β(1 + ν)

να
; 2α)

(3)
where t(x; l, s, n) is the student-t distribution with the loca-
tion parameter (l), the scale parameter (s), and the degrees
of freedom (n).

The training procedure for the ENet is to minimize
the negative log marginal likelihood (NLL) loss function,
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LNLL(y,m) = − log(p(y|m)), as summarized in the fol-
lowing equation:

arg min
θ

(LNLL(y,m)) = arg min
θ

1
2 log(πν )− α log Λ

+ (α+ 1
2 ) log((y − γ)2ν + Λ) + log( Γ(α)

Γ(α+
1
2 )

)

(4)

where Γ(·) is the gamma function and Λ = 2β(1 + ν). Be-
sides allowing the ENet to predict a proper point estimate
γ, the NLL loss function allows the ENet to quantify the
aleatoric and epistemic uncertainty via Eq 4.

Gradient Shrinking of the NLL Loss
In this section we show that the NLL loss alone is not suffi-
cient to optimize the prediction accuracy of the ENet. Even
though the model trained on NLL loss can predict the proper
point estimate, γ, the model can circumvent to achieve lower
NLL loss by increasing the predictive uncertainty instead
of achieving a higher predictive accuracy. This limitation
can be resolved by using an additional loss function. To for-
mally state this, we first define the gradient vector of the loss
function:

Definition 2. Consider a loss function L : Rn → R and
a set of outputs of a model, fθ(X) ∈ Rn, with parameters
θ. Let Ωθ be the subset of the model outputs, Ωθ ⊆ fθ(X),
then gL,Ω =

∑
ωθ∈Ωθ

∂L
∂ωθ
∇θωθ denotes the gradient

vector with respect to the subset of the model outputs, Ωθ.
We exclude the reliance of θ to simplify notations.

In order to increase the accuracy of the ENet, the model
prediction (γ) should be trained to get closer to the true value
via the corresponding gradient gLNLL,γ . For the ideal loss
function, its gradient magnitude becomes zero only when
the model prediction and the true value are identical. How-
ever, despite an inaccurate prediction if the prediction un-
certainty is severely increased by the NLL loss, the gradient
for the model prediction (gLNLL,γ) could be significantly
small. Thus, we aim to verify that the gradient magnitude
for the model prediction, ‖gLNLL,γ‖, is insignificant despite
of the incorrect model prediction γ. Specifically, we prove
that the ‖gLNLL,γ‖ is converged to zero under the condition
that the pseudo observation (ν) becomes zero as shown in
Theorem 1:

Theorem 1. (Shrinking NLL gradient)2. Let ν > 0, γ ∈ R
be the output of the ENet, and assume that (y − γ)2 > 0,
then for every real ε > 0, there exists a real δ > 0 such that
for every ν, 0 < |ν| < δ implies |∂LNLL∂γ | < ε. Therefore,
limν→0+

∂
∂γLNLL(y,m) = 0⇒ limν→0+ ‖gLNLL,γ‖ = 0.

Theorem 1 states that the NLL loss itself is insufficient
to correct the point estimate (γ) because it cannot fully uti-
lize the error value, (y − γ)2, when pseudo observation (v)

2Proofs and details of all the theorems and propositions of this
paper are given in Appendix A.

Figure 2: Simplified examples of the gradient vectors. The
red arrows represent the gradient of MSE; The blue arrows
characterize the point estimation gradient of NLL; The green
arrows signify the uncertainty estimation gradient of NLL.
(a) Non-conflicting gradients. (b) Slightly conflicting gradi-
ents. (c) Conflicting gradient by gLNLL,{ν,α,β}. As Propo-
sition 1 states, the direction of gLMSE ,γ and gLNLL,γ is al-
ways the same.

is very low. This infinitely low pseudo observation signi-
fies that infinitely high epistemic uncertainty of the ENet
(V ar[µ]) since V ar[µ] ∝ 1

ν . This statement is empirically
justified in the experiment on the synthetic dataset as shown
in Fig 4.

On the other hand, the simple MSE loss, LMSE(y,m) =
(y−γ)2, consistently trains the ENet to correctly estimate γ,
since ∂

∂γLMSE is independent of ν. Thus, the MSE-based
loss functions—which only updates the target value (γ)—
could improve the point estimation capability of the ENet.

Gradient Conflict Between the NLL and MSE
The previous section established that the simple MSE loss
could resolve the gradient shrinkage problem. This finding
motivates us to integrate the MSE loss into the NLL loss
to form a MTL framework in order to improve the predic-
tive accuracy. When forming this MTL framework, it is im-
portant not to have gradient conflict between tasks because
they could lead to performance degradation. In the MTL lit-
erature, this undesirable case can be defined as when gra-
dient vectors are in different directions (Sener and Koltun
2018; Yu et al. 2020).

To avoid this degradation, it is neccessary to identify the
cause of the gradient conflict. In this section, the gradient
conflict between the simple MSE and NLL loss function is
considered. To do this, the gradient of NLL is considered by
dividing it into two separate gradients: uncertainty estima-
tion gradient and point estimation gradient. Here, the uncer-
tainty and point estimation gradient of the NLL are clarified
with the following definition:

Definition 3. We define the point estimation gradient of
the NLL as gLNLL,γ , since γ performs the point estimation.
The uncertainty estimation gradient of the NLL is defined
as gLNLL,{ν,α,β}, since {ν, α, β} perform the uncertainty
estimation. Finally, we define the total gradient of the NLL
as gLNLL,m.

Then, we show that the point estimation gradient of the
NLL from the Definition 3 never conflicts with the gradient
of the MSE as shown in the following proposition:

Proposition 1. (Non-conflicting point estimation)1. If
gradient magnitudes of gLMSE ,γ ,gLNLL,γ are not zero,
then the cosine similarity s(·) between gLMSE ,γ , and
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Figure 3: Illustration of the trained predictive distribution
via the MSE and NLL losses. The dashed lines represent
the model predictions (E[µ] = γ); The stars are the ground
truth. (A) The NLL decreases the uncertainty; (B) The NLL
increases the uncertainty. The optimization procedure is
(1)→(2)→(3). The NLL loss of (B) is higher than A due
to the gradient conflict between the MSE and NLL.

gLNLL,γ is always one: s(gLMSE ,γ ,gLNLL,γ) = 1.

Proposition 1 states that providing the model updates
its parameters only through gLMSE ,γ and gLNLL,γ , the two
gradients will never conflict. This is indicated by the red
arrows and blue arrows in Fig 2. Then, a trivial consequence
of the Proposition 1 is the following corollary:

Corollary 1. If the total gradients of the NLL and
the gradient of MSE are not in the same direction,
then the uncertainty estimation gradients of the
NLL and the gradients of the MSE are also not in
the same direction: s(gLMSE ,m,gLNLL,m) < 1 ⇒
s(gLMSE ,m,gLNLL,{ν,α,β}) < 1.

Since Proposition 1 states that there is no gradient
conflict between gLMSE ,γ and gLMSE ,γ , Corollary 1
implies that the only cause of gradient conflict between the
MSE and NLL loss is the uncertainty estimation gradient
of the NLL. Therefore, if the gradient conflict between
the uncertainty estimation gradient and the gradient of the
MSE loss can be avoided, the MTL can be performed more
effectively.

Conjecture of the Gradient Conflict
In the previous section, it was shown that the uncertainty
estimation gradient of the NLL is the only cause of the gra-
dient conflict. In this section, we illustrate and focus on how
the increased predictive uncertainty due to uncertainty es-
timation gradient can result in large gradient conflict. Fig
3 shows the examples of the predictive distributions of the
ENet trained on the MSE and NLL loss during its training
processes. According to the multi-task learning literature, it
is a common premise that the more severe the gradient con-
flict, the greater the loss (Chen et al. 2018; Lin et al. 2019;
Yu et al. 2020; Chen et al. 2020; Javaloy and Valera 2021).
In this sense, since (B) has a higher loss than (A) as long as
the model prediction is approaching its true value, we can
consider that the gradient conflict of (B) is more significant.

The fundamental difference between (B) and (A) is that
the NLL increases uncertainty in (B), and the NLL decreases
uncertainty in (A). Therefore, we assume that gradient
conflicts between the MSE and NLL are more significant
when the NLL increases the predictive uncertainty of the

ENet like the case of (B). In practice, to alleviate the gradi-
ent conflict of (B), Lipschitz modified MSE loss function
is designed. And we empirically demonstrate that our Lip-
schitz modified MSE loss function successfully reduces the
gradient conflict as shown in Fig 5.

Multi-Task Based Evidential Neural Network
A new multi-task loss function of the ENet is introduced
in this section. The ultimate goal of this multi-task-based
evidential neural network (MT-ENet) is to improve the pre-
dictive accuracy of the ENet while does not interrupt the un-
certainty estimation training on the NLL loss. To accomplish
this, the MT-ENet utilizes a novel Lipschitz loss function as
an additional loss function which can mitigate gradient con-
flicts with the NLL loss.

Prevent the Conflict via the Lipschitz MSE Loss
In the previous section, we established that two gradients
from the MSE and NLL could conflict when the NLL in-
creases predictive uncertainty. In this section, this gradient
conflict condition is specified to design the loss function that
can resolve this conflict.

Specifically, we reinterpret this conflict situation as the
change of pseudo observations of the ENet, since an in-
crease in predictive uncertainty is associated with a decrease
in the pseudo observation (E[σ2] ∝ 1

α , V ar[µ] ∝ 1
αν ). This

decrease in the pseudo observations by the NLL loss occurs
when the difference between the model prediction and the
true value exceeds specific thresholds, as shown in Proposi-
tion 2:

Proposition 2. Let λ2 def
= (y − γ)2, which is the squared

error value of the ENet. then if λ2 is larger than certain
thresholds, Uν and Uα, then the derivative signs of the
LNLL w.r.t ν and α are positive.

λ2 > Uα ⇒
∂

∂α
LNLL > 0, λ2 > Uν ⇒

∂

∂ν
LNLL > 0

Uν = β(ν+1)
αν , Uα = 2β(1+ν)

ν [exp(Ψ(α+ 1
2 )−Ψ(α))− 1]

(5)
where Ψ(·) is the digamma function.
Since both ∂LNLL

∂α and ∂LNLL
∂ν contain λ2, the thresholds

(Uν and Uα) can be obtained by rearranging ∂LNLL
∂α , ∂LNLL∂ν

to solve for λ2 for each case (See Appendix A).
Proposition 2 states that when the difference between

the predicted and true values is significant, the NLL loss
trains the ENet to increase the predictive uncertainty. This
increase in predictive uncertainty results in the gradient con-
flict, which can lead to performance degradation, as ex-
plained in the previous section. Thus, our strategy is design-
ing the additional loss function, which regulates its gradient
if there is an increase in uncertainty.

Lipschitz MSE loss We propose a modified Lipschitz
MSE loss based on Proposition 2 to mitigate the gradient
conflict that occurs when the MSE is excessively large. Un-
like a commonly used MSE loss—which does not have Lip-
schitzness (Qi et al. 2020)—we define the L-Lipschitz con-
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tinuous loss function where the Lipschitz constant L is dy-
namically determined by Uα and Uν from Proposition 2.

Consider a minibatch, X = {(X1, y1), ..., (XN , yN )}, ex-
tracted from our dataset D and the corresponding output of
the MT-ENet, fθ(Xi) = mi = {γi, νi, αi, βi}. For each
(Xi, yi) and mi, the Lipschitz modified MSE L∗mse is de-
fined as follows:

L∗mse(yi, γi) =

{
(yi − γi)2, If λ2

i < Uν,α
2
√
Uν,α|yi − γi| − Uν,α, If λ2

i ≥ Uν,α
(6)

where Uν,α
def
= mini∈[1:N ](min(Uνi , Uαi)). The L∗mse re-

stricts its gradient magnitude through adjusting its Lipschitz
constant, Uα,ν , when the pseudo observation tend to be de-
creased (thus, uncertainty is increased) via the NLL loss.
Note that the L∗mse does not propagate gradients for the
(ν, α, β). We empirically demonstrate that the designed Lip-
schitz modified loss mitigates the gradient conflict with the
NLL by illustrating the high cosine similarity between our
Lipschitz loss and NLL loss, as shown in Fig 5.

The Final Objective of the MT-Enet The final MTL ob-
jective of the MT-ENet, Ltotal, is defined as simple combi-
nation of the two losses and the regularization:

Ltotal =
1

N

N∑
i=1

LNLL(yi,mi) + L∗mse(yi, γi)

+ cLR(yi,mi)

(7)

where LR(y,m) = |y− γ|(2ν +α) is the evidence regular-
izer (Amini et al. 2020) and c > 0 is its coefficient.

Remark 1. The evidential regularization, LR, could also
train the model prediction, γ, like the NLL and MSE. How-
ever, the main goal of LR is not training γ but regulating the
NLL loss by increasing the predictive uncertainty for incor-
rect predictions of the ENet (Sensoy, Kaplan, and Kandemir
2018; Amini et al. 2020). Therefore, LR cannot play the role
of the MSE based loss function, which improves predictive
accuracy. Further discussion is available in Appendix B.

Related Work
Related works on multi-task learning Multi-task learn-
ing (MTL) is a paradigm for training several tasks with a sin-
gle model (Ruder 2017). A naı̈ve strategy of MTL is training
a model with a linear combination of given loss functions:∑T
i=0 ciLi. However, this linearly combined losses can be

ineffective if the loss functions have trade-off relationships
between other loss functions (Sener and Koltun 2018; Lin
et al. 2019). Several studies have resolved this issue—in
the architecture agnostic manner—via dynamically adjust-
ing weights of losses (Sener and Koltun 2018; Guo et al.
2018; Kendall, Gal, and Cipolla 2018; Liu, Liang, and Git-
ter 2019; Lin et al. 2019) or modifying gradients (Chen
et al. 2018, 2020; Yu et al. 2020). Similar to the previous
works, we targeted resolving the gradient conflict issue. In
particular, we mainly focused on applying the MTL to the
ENet while keeping the NLL loss function to maintain the
uncertainty estimation capability of the NLL loss function.

Figure 4: Synthetic dataset results of various models. Red
lines represent the predictive mean; Red shades represent
the predictive uncertainty; Blue highlighted regions repre-
sent our observations. The green lines separate the data-rich
and data-sparse regions.

To accomplish this, we defined the Lipschitz modified MSE
which reconciles with the uncertainty estimation by implic-
itly alleviating the gradient conflict.

Experiments
Synthetic Dataset Evaluation
We first qualitatively evaluate the MT-ENet using a synthetic
regression dataset. Fig 4 represents our synthetic data and
the model predictions. Experiments were carried out on an
imbalanced regression dataset for two reasons: 1) real-world
regression tasks often involve an imbalanced target (Yang
et al. 2021); 2) the ENet could fail on the imbalanced dataset.
We observe that the predictions of the ENet for sparse sam-
ples (to the right sides of the green dotted lines in Fig 4) do
not fit the data despite the well-calibrated uncertainty. This
trend of the ENet (Fig 4 (c)) is in line with Theorem 1, which
stated that the MSE of the ENet is likely to be insufficient
when the epistemic uncertainty is high. Conversely, the re-
sults obtained for other models, including the MT-ENet, are
acceptable for the sparse sample regions. Training and ex-
perimental details are available in Appendix C.

Performance Evaluation on Real-World
Benchmarks
We evaluate the performance of the MT-ENet in compari-
son with strong baselines through the UCI regression bench-
mark datasets. The experimental settings and model archi-
tecture used in this study are identical to those used by
(Hernández-Lobato and Adams 2015). We report the aver-
age root mean squared error (RMSE) and the negative log-
likelihood (NLL) of the models in Table 1. The MT-ENet
generally provides the best or comparable RMSE and NLL
performances. This is the evidence that the MT-ENet and
the Lipschitz modified MSE loss improve the predictive ac-
curacy of the ENet without disturbing the original NLL loss
function. Details of the experiment are given in Appendix C.
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Datasets RMSE
MC-Dropout Ensemble ENet MT-ENet

Boston 2.97(0.19) 3.28(1.00) 3.06(0.16) 3.04(0.21)
Concrete 5.23(0.12) 6.03(0.58) 5.85(0.15) 5.60(0.17)
Energy 1.66(0.04) 2.09(0.29) 2.06(0.10) 2.04(0.07)
Kin8nm 0.10(0.00) 0.09(0.00) 0.09(0.00) 0.08(0.00)
Navel 0.01(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
Power 4.02(0.04) 4.11(0.17) 4.23(0.09) 4.03(0.04)
Protein 4.36(0.01) 4.71(0.06) 4.64(0.03) 4.73(0.07)
Wine 0.62(0.01) 0.64(0.04) 0.61(0.02) 0.63(0.01)
Yacht 1.11(0.09) 1.58(0.48) 1.57(0.56) 1.03(0.08)

Datasets NLL
MC-Dropout Ensemble ENet MT-ENet

Boston 2.46(0.06) 2.41(0.25) 2.35(0.06) 2.31(0.04)
Concrete 3.04(0.02) 3.06(0.18) 3.01(0.02) 2.97(0.02)
Energy 1.99(0.02) 1.38(0.22) 1.39(0.06) 1.17(0.05)
Kin8nm -0.95(0.01) -1.20(0.02) -1.24(0.01) -1.19(0.01)
Navel -3.80(0.01) -5.63(0.05) -5.73(0.07) -5.96(0.03)
Power 2.80(0.01) 2.79(0.04) 2.81(0.07) 2.75(0.01)
Protein 2.89(0.00) 2.83(0.02) 2.63(0.00) 2.64(0.01)
Wine 0.93(0.01) 0.94(0.12) 0.89(0.05) 0.86(0.02)
Yacht 1.55(0.03) 1.18(0.21) 1.03(0.19) 0.78(0.06)

Table 1: RMSE and NLL of UCI regression benchmark
datasets. The best score and the second score are highlighted
in bolded. Standrad errors are reported in the parentheses.

Drug-target Affinity Regression
Next, we evaluate the MT-ENet on a high dimensional com-
plex drug-target affinity (DTA) regression, which is an es-
sential task for early-stage drug discovery (Shin et al. 2019).
Our experiments use two well-known benchmark datasets
in the DTA literature: Davis (Davis et al. 2011) and Kiba
(Tang et al. 2014). The Davis and Kiba datasets consist of
protein sequence data and simplified molecular line-entry
system (SMILES) sequences. The target value of the data
is the drug-target affinity, which is a single real value.

The model architecture of the baselines and the MT-
ENet, referred to as DeepDTA (Öztürk, Özgür, and Ozkir-
imli 2018), is the same except for the number of outputs:
four outputs represent (γ, ν, α, β) for the ENet and MT-
ENet; and a single output represents the target value for the
MC-Dropout. The inputs of the models are the SMILES and
protein sequences. The DeepDTA architecture consists of
one-dimensional convolution layers for embedding the in-
put sequences and fully connected layers to predict the target
values using the embedded features. The details of training
and the model architectures are available in Appendix C.

Metrics Our evaluation metrics are the MSE, NLL, ECE
(Expected Calibration Error) and CI (Concordance Index).
The MSE and NLL are typical losses in the optimizer. The
role of the CI is to quantify the quality of rankings and the
predictive accuracy of the model (Steck et al. 2008; Yu et al.
2011). The CI is defined as:

CI =
1

N

∑
yi>yj

h(ŷi > ŷj), h(x) =


1, x > 0

0.5, x = 0

0, else

Figure 5: Cosine similarity trends between gradients from
the additional loss and NLL. (Blue) the MT-ENet with the
modified MSE; (Red) the ENet with the simple MSE; (Pur-
ple) the ENet with the weighted (0.1) MSE.

where N is the total number of data pairs; yi is a ground
truth, and ŷi is a predicted value. The ECE indicates how
accurately the estimated uncertainty reflects real accuracy
(Guo et al. 2017; Kuleshov, Fenner, and Ermon 2018). The
ECE can be calculated as:

ECE =
1

N

N∑
i=1

|acc(Pi)− Pi|

Where acc(Pi) is accuracy using Pi confidence interval (e.g.
Pi = 0.95) and N is the number of intervals. We use
P[0:N ] = {0.01, 0.02 . . . , 1.00}, N = 100.

Alleviated gradient conflict by the Modified MSE We
first demonstrate that the Lipschitz modified MSE can alle-
viate the gradient conflict by measuring cosine similarities
of the gradient vectors. Note that, in this part of study, we
use the ENet with the simple MSE as the additional loss
(MSE ENet) as the baseline to determine whether our pro-
posed Lipschitz loss can alleviate the conflict.

The moving average of the cosine similarity between gra-
dients is shown in Fig 5, for 500 iterations averaged. The
trends of the MT-ENet indicate the high cosine similarities,
which is evidence that the Lipschitz modified MSE success-
fully alleviates the gradient conflict. Also, the results show
that simply adjusting the weight of the MSE loss (the purple
lines, small MSE) fails to resolve the conflict problem. Since
the Lipschitz MSE is designed to avoid the conflict when the
NLL loss results in the high predictive uncertainty high (B
in Fig 3), this experimental result is in good agreement with
our conjecture regarding the MT-ENet gradient conflict: In
the event that the NLL increases the predictive uncertainty
of the model, then the gradient conflict is highly likely.

Performance evaluation Table 2 represents the perfor-
mance evaluation results of the Kiba and Davis datasets. The
MT-ENet and MSE ENet successfully improve the predic-
tive accuracy metrics (CI, MSE) for both datasets. This re-
sult confirms that the additional MSE-based loss functions
can improve the point-estimation capability of the ENet as
described in Sec . Note also that the MT-ENet enhances ac-
curacy without any significant degradation of the uncertainty
estimation capability, which is indicated by the NLL and
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Davis
ENet MT-ENet MSE ENet Dropout

CI 0.856(0.02) 0.864(0.01) 0.863(0.02) 0.884(0.00)
MSE 0.275(0.00) 0.273(0.01) 0.266(0.01) 0.248(0.01)
NLL -2.344(0.42) -2.424(0.07) -2.430(0.10) 0.633(0.02)
ECE 0.184(0.02) 0.156(0.03) 0.179(0.02) 0.217(0.01)

Kiba
ENet MT-ENet MSE ENet Dropout

CI 0.885(0.00) 0.887(0.00) 0.888(0.00) 0.872(0.00)
MSE 0.190(0.00) 0.181(0.00) 0.176(0.00) 0.178(0.00)
NLL -1.544(0.05) -1.433(0.07) -1.276(0.04) 0.465(0.01)
ECE 0.077(0.03) 0.066(0.01) 0.081(0.02) 0.162(0.01)

BindingDB
ENet MT-ENet MSE ENet Dropout

CI 0.822(0.00) 0.824(0.00) 0.831(0.00) 0.830(0.00)
MSE 0.704(0.01) 0.694(0.00) 0.637(0.01) 0.641(0.01)
NLL 0.944(0.02) 0.937(0.01) 0.972(0.01) 1.90(0.05)
ECE 0.018(0.01) 0.015(0.00) 0.027(0.01) 0.134(0.01)

Table 2: The performance evaluation results on the DTA
benchmark datasets. MSE ENet represents the ENet using
the simple MSE as the additional loss. Dropout represents
the MC-Dropout. Standard deviations are reported in the
parentheses.

ECE. Notably, in the case of the calibration metric (ECE),
the MT-ENet shows the best results among the existing mod-
els. Conversely, the NLL and ECE of the MSE-ENet on
the Kiba dataset are degraded to some extent. This sacri-
fice of the uncertainty estimation ability of the MSE-ENet
can likely be attributed to the gradient conflict with the NLL
loss function.

Out-Of-Distribution Testing on the BindingDB Dataset
We examine the out-of-distribution (OOD) detection capa-
bility of the MT-ENet on the curated BindingDB dataset
(Liu et al. 2007). The BindingDB dataset includes various
drug-target (molecule-protein) sequence pairs. Because we
excluded kinase protein samples—which are the target of
the Kiba dataset—pairs of the kinase proteins from the Kiba
dataset and detergent molecules from the PubChem (Kim
et al. 2019) are considered as the OOD data. The test dataset
of the BindingDB is considered as the in-distribution (ID)
data.

For a total of three times, we randomly split the Bind-
ingDB dataset into the training (80%), validation (10%), and
test (10%) datasets. All examined models are trained three
times with the training datasets. The details of the experi-
ments and these datasets are available in Appendix B.

Fig 6 represents the distributions of log epistemic uncer-
tainty and the AUC-ROC score of the examined models. The
MT-ENet and ENet show high AUC-ROC scores, which im-
plies excellent detection capability for OOD samples. In ad-
dition, Table 2 reports the performance for the test dataset
of the BindingDB. Table 2 and Fig 6 show that the MT-
ENet improves the ENet in all the metrics on the Bind-
ingDB dataset, including the calibration and OOD detec-
tion. In contrast, the AUC-ROC and ECE of the MSE-ENet
considerably underperform in comparison to other methods,

Figure 6: Density plots of log epistemic uncertainty. The
AUC-ROC is also reported. The red distributions represent
the ID data; The blue distributions represent the OOD data.
MSE ENet represents the ENet with the simple MSE as the
additional loss.

though the MSE-ENet shows the best MSE and CI on the
BindingDB dataset. The exception is that the ECE and NLL
of the MSE-ENet are better than that of the MC-dropout.
This result is evidence that an additional loss function (the
simple MSE) for the MSE ENet, which does not avoid the
gradient conflict, can result in an overconfidence problem
since it could disturb the uncertainty estimation of the NLL
loss.

Furthermore, the density plots of the aleatoric uncertainty
of the MSE-ENet, ENet, and MT-ENet are provided in Ap-
pendix D. The results demonstrate that the aleatoric uncer-
tainties are at a similar level for the OOD and ID data. These
results of the experiment are evidence that the MT-ENet is
capable of disentangling the aleatoric and the epistemic un-
certainties.

Conclusion
We have theoretically and empirically demonstrated that the
MSE-based loss improves the point estimation capability of
the ENet by resolving the gradient shrinkage problem. We
proposed the MT-ENet which uses the Lipschitz modified
MSE as the additional training objectives to ensure that the
uncertainty estimation of the NLL is not disturbed. Our ex-
periments show that the MT-ENet improves predictive accu-
racy not only maintaining but also sometimes enhance the
uncertainty estimation of the ENet. Successful real-world
deep learning systems must be accurate, reliable, and ef-
ficient. We look forward to improving the evidential deep
learning—that is, efficient and reliable—with better accu-
racy through the MTL framework.
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