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#### Abstract

A promising trend in deep learning replaces traditional feedforward networks with implicit networks. Unlike traditional networks, implicit networks solve a fixed point equation to compute inferences. Solving for the fixed point varies in complexity, depending on provided data and an error tolerance. Importantly, implicit networks may be trained with fixed memory costs in stark contrast to feedforward networks, whose memory requirements scale linearly with depth. However, there is no free lunch - backpropagation through implicit networks often requires solving a costly Jacobian-based equation arising from the implicit function theorem. We propose Jacobian-Free Backpropagation (JFB), a fixed-memory approach that circumvents the need to solve Jacobian-based equations. JFB makes implicit networks faster to train and significantly easier to implement, without sacrificing test accuracy. Our experiments show implicit networks trained with JFB are competitive with feedforward networks and prior implicit networks given the same number of parameters.


## Introduction

A new direction has emerged from explicit to implicit neural networks (Winston and Kolter 2020; Bai, Kolter, and Koltun 2019; Bai, Koltun, and Kolter 2020; Chen et al. 2018; Ghaoui et al. 2019; Dupont, Doucet, and Teh 2019; Jeon, Lee, and Choi 2021; Zhang et al. 2020; Lawrence et al. 2020; Revay and Manchester 2020; Look et al. 2020; Gould, Hartley, and Campbell 2019). In the standard feedforward setting, a network prescribes a series of computations that map input data $d$ to an inference $y$. Networks can also explicitly leverage the assumption that high dimensional signals typically admit low dimensional representations in some latent space (Van der Maaten and Hinton 2008; Osher, Shi, and Zhu 2017; Peyré 2009; Elad, Figueiredo, and Ma 2010; Udell and Townsend 2019). This may be done by designing the network to first map data to a latent space via a mapping $Q_{\Theta}$ and then apply a second mapping $S_{\Theta}$ to map the latent variable to the inference. Thus, a traditional feedforward $\mathcal{E}_{\Theta}$ may take the compositional form

$$
\begin{equation*}
\mathcal{E}_{\Theta}(d)=S_{\Theta}\left(Q_{\Theta}(d)\right), \tag{1}
\end{equation*}
$$

[^0]

Figure 1: Feedforward networks act by computing $S_{\Theta} \circ Q_{\Theta}$. Implicit networks add a fixed point condition using $R_{\Theta}$. When $R_{\Theta}$ is contractive (more generally: averaged) repeatedly applying $R_{\Theta}$ to update a latent variable $u^{k}$ converges to a fixed point $u^{\star}=R_{\Theta}\left(u^{\star} ; Q_{\Theta}(d)\right)$.
which is illustrated by the red arrows in Figure 1. One can allow for computation in the latent space $\mathcal{U}$ by introducing a self-map $R_{\Theta}\left(\cdot ; Q_{\Theta}(d)\right)$ and the iteration

$$
\begin{equation*}
u^{k+1}=R_{\Theta}\left(u^{k} ; Q_{\Theta}(d)\right) \tag{2}
\end{equation*}
$$

Iterating $k$ times may be viewed as a weight-tied, inputinjected network, where each feedforward step applies $R_{\Theta}$ (Bai, Kolter, and Koltun 2019). As $k \rightarrow \infty$, i.e. the latent space portion becomes deeper, the limit of (2) yields a fixed point equation. Implicit networks capture this "infinite depth" behaviour by using $R_{\Theta}\left(\cdot ; Q_{\Theta}(d)\right)$ to define a fixed point condition rather than an explicit computation:

$$
\begin{equation*}
\mathcal{N}_{\Theta}(d) \triangleq S_{\Theta}\left(u_{d}^{\star}\right) \quad \text { where } \quad u_{d}^{\star}=R_{\Theta}\left(u_{d}^{\star}, Q_{\Theta}(d)\right) \tag{3}
\end{equation*}
$$

as shown by blue in Figure 1. Special cases of the network in (3) recover architectures introduced in prior works:
$\triangleright$ Taking $S_{\Theta}$ to be the identity recovers the well-known Deep Equilibrium Model (DEQ) (Bai, Kolter, and Koltun 2019; Bai, Koltun, and Kolter 2020).
$\triangleright$ Choosing $S_{\Theta}$ as the identity, $Q_{\Theta}$ to be an affine map and $R_{\Theta}\left(u, Q_{\Theta}(d)\right)=\sigma\left(W u+Q_{\Theta}(d)\right)$ yields Monotone Operator Networks (Winston and Kolter 2020) as long as $W$ and $\sigma$ satisfy additional conditions. Allowing $S_{\Theta}$ to be linear yields the model proposed in (Ghaoui et al. 2019).

Three immediate questions arise from (3):

- Is the definition in (3) well-posed?
- How is $\mathcal{N}_{\Theta}(d)$ evaluated?
- How are the weights $\Theta$ of $\mathcal{N}_{\Theta}$ updated during training?

Since the first two points are well-established (Winston and Kolter 2020; Bai, Kolter, and Koltun 2019), we briefly review these in Section and focus on the third point. Using gradient-based methods for training requires computing $d \mathcal{N}_{\Theta} / d \Theta$, and in particular, $d u_{d}^{\star} / d \Theta$. Hitherto, previous works computed $d u_{d}^{\star} / d \Theta$ by solving a Jacobian-based equation (see Section ). Solving this linear system is computationally expensive and prone to instability, particularly when the dimension of the latent space is large and/or includes certain structures (e.g. batch normalization and/or dropout) (Bai, Kolter, and Koltun 2019; Bai, Koltun, and Kolter 2020).

Our primary contribution is a new and simple JacobianFree Backpropagation (JFB) technique for training implicit networks that avoids any linear system solves. Instead, our scheme backpropagates by omitting the Jacobian term, resulting in a form of preconditioned gradient descent. JFB yields much faster training of implicit networks and allows for a wider array of architectures ${ }^{1}$.

## Why Implicit Networks?

Below, we discuss several advantages of implicit networks over explicit, feedforward networks.
Implicit networks for implicitly defined outputs In some applications, the desired network output is most aptly described implicitly as a fixed point, not via an explicit function. As a toy example, consider predicting the variable $y \in \mathbb{R}$ given $d \in[-1 / 2,1 / 2]$ when $(d, y)$ is known to satisfy

$$
\begin{equation*}
y=d+y^{5} \tag{4}
\end{equation*}
$$

Using $y_{1}=0$ and the iteration

$$
\begin{equation*}
y_{k+1}=T\left(y_{k} ; d\right) \triangleq d+y_{k}^{5}, \quad \text { for all } k \in \mathbb{N} \tag{5}
\end{equation*}
$$

one obtains $y_{k} \rightarrow y$. In this setting, $y$ is exactly (and implicitly) characterized by $y=T(y, d)$. On the other hand, an explicit solution to (4) requires an infinite series representation, unlike the simple formula $T(y, d)=d+y^{5}$. See appendix for further details. Thus, it can be simpler and more appropriate to model a relationship implicitly. For example, in areas as diverse as game theory and inverse problems, the output of interest may naturally be characterized as the fixed point to an operator parameterized by the input data $d$. Since implicit networks find fixed points by design, they are wellsuited to such problems as shown by recent works (Heaton et al. 2021a,b; Gilton, Ongie, and Willett 2021).
"Infinite depth" with constant memory training As mentioned, solving for the fixed point of $R_{\Theta}\left(\cdot ; Q_{\Theta}(d)\right)$ is analogous to a forward pass through an "infinite depth" (in practice, very deep) weight-tied, input injected feedforward

[^1]network. However, implicit networks do not need to store intermediate quantities of the forward pass for backpropagation. Consequently, implicit networks are trained using constant memory costs with respect to depth - relieving a major bottleneck of training deep networks.

No loss of expressiveness Implicit networks as defined in (3) are at least as expressive as feedforward networks. This can easily be observed by setting $R_{\Theta}$ to simply return $Q_{\Theta}$; in this case, the implicit $\mathcal{N}_{\Theta}$ reduces to the feedforward $\mathcal{E}_{\Theta}$ in (1). More interestingly, the class of implicit networks in which $S_{\Theta}$ and $Q_{\Theta}$ are constrained to be affine maps contains all feedforward networks, and is thus at least as expressive (Ghaoui et al. 2019), (Bai, Kolter, and Koltun 2019, Theorem 3). Universal approximation properties of implicit networks then follow immediately from such properties of conventional deep neural models (e.g. see (Csáji et al. 2001; Lu et al. 2017; Kidger and Lyons 2020)).

We also mention a couple limitations of implicit networks.
Architectural limitations As discussed above, in theory given any feedforward network one may write down an implicit network yielding the same output (for all inputs). In practice, evaluating the implicit network requires finding a fixed point of $R_{\Theta}$. The fixed point finding algorithm then places constraints on $R_{\Theta}$ (e.g. Assumption 0.1). Guaranteeing the existence and computability of $d \mathcal{N}_{\Theta} / d \Theta$ places further constraints on $R_{\Theta}$. For example, if Jacobian-based backpropagation is used, $R_{\Theta}$ cannot contain batch normalization (Bai, Kolter, and Koltun 2019).

Slower inference Once trained, inference with an implicit network requires solving for a fixed point of $R_{\Theta}$. Finding this fixed point using an iterative algorithm requires evaluating $R_{\Theta}$ repeatedly and, thus, is often slower than inference with a feedforward network.

## Implicit Network Formulation

All terms presented in this section are provided in a general context, which is later made concrete for each application. We include a subscript $\Theta$ on various terms to emphasize the indicated mapping will ultimately be parameterized in terms of tunable weights ${ }^{2} \Theta$. At the highest level, we are interested in constructing a neural network $\mathcal{N}_{\Theta}: \mathcal{D} \rightarrow \mathcal{Y}$ that maps from a data space ${ }^{3} \mathcal{D}$ to an inference space $\mathcal{Y}$. The implicit portion of the network uses a latent space $\mathcal{U}$, and data is mapped to this latent space by $Q_{\Theta}: \mathcal{D} \rightarrow \mathcal{U}$. We define the network operator $T_{\Theta}: \mathcal{U} \times \mathcal{D} \rightarrow \mathcal{U}$ by

$$
\begin{equation*}
T_{\Theta}(u ; d) \triangleq R_{\Theta}\left(u, Q_{\Theta}(d)\right) \tag{6}
\end{equation*}
$$

Provided input data $d$, our aim is to find the unique fixed point $u_{d}^{\star}$ of $T_{\Theta}(\cdot ; d)$ and then map $u_{d}^{\star}$ to the inference space

[^2]$\mathcal{Y}$ via a final mapping $S_{\Theta}: \mathcal{U} \rightarrow \mathcal{Y}$. This enables us to define an implicit network $\mathcal{N}_{\Theta}$ by
\[

$$
\begin{equation*}
\mathcal{N}_{\Theta}(d) \triangleq S_{\Theta}\left(u_{d}^{\star}\right) \quad \text { where } \quad u_{d}^{\star}=T_{\Theta}\left(u_{d}^{\star} ; d\right) \tag{7}
\end{equation*}
$$

\]

```
Algorithm 1: Implicit Network with Fixed Point Iteration
    \(\mathcal{N}_{\Theta}(d): \quad \triangleleft\) Input data is \(d\)
        \(u^{1} \leftarrow \hat{u} \quad \triangleleft\) Assign latent term
    while \(\left\|u^{k}-T_{\Theta}\left(u^{k} ; d\right)\right\|>\varepsilon \triangleleft\) Loop til converge
        \(u^{k+1} \leftarrow T_{\Theta}\left(u^{k} ; d\right) \quad \triangleleft\) Refine latent term
        \(k \leftarrow k+1 \quad \triangleleft\) Increment counter
    return \(S_{\Theta}\left(u^{k}\right) \quad \triangleleft\) Output estimate
```

Implementation considerations for $T_{\Theta}$ are discussed below. We also introduce assumptions on $T_{\Theta}$ that yield sufficient conditions to use the simple procedure in Algorithm 1 to approximate $\mathcal{N}_{\Theta}(d)$. In this algorithm, the latent variable initialization $\hat{u}$ can be any fixed quantity (e.g. the zero vector). The inequality in Step 3 gives a fixed point residual condition that measures convergence. Step 4 implements a fixed point update. The estimate of the inference $\mathcal{N}_{\Theta}(d)$ is computed by applying $S_{\Theta}$ to the latent variable $u^{k}$ in Step 6. The blue path in Figure 1 visually summarizes Algorithm 1.

Convergence Finitely many loops in Steps 3 and 4 of Algorithm 1 is guaranteed by a classic functional analysis result (Banach 1922). This approach is used by several implicit networks (Ghaoui et al. 2019; Winston and Kolter 2020; Jeon, Lee, and Choi 2021). Below we present a variation of Banach's result for our setting.
Assumption 0.1. The mapping $T_{\Theta}$ is L-Lipschitz with respect to its inputs $(u, d)$, i.e. ,

$$
\begin{equation*}
\left\|T_{\Theta}(u ; d)-T_{\Theta}(v ; w)\right\| \leq L\|(u, d)-(v, w)\| \tag{8}
\end{equation*}
$$

for all $(u, d),(v, w) \in \mathcal{U} \times \mathcal{D}$. Holding $d$ fixed, the operator $T_{\Theta}(\cdot ; d)$ is a contraction, i.e. there exists $\gamma \in[0,1)$ such that

$$
\begin{equation*}
\left\|T_{\Theta}(u ; d)-T_{\Theta}(v ; d)\right\| \leq \gamma\|u-v\|, \text { for all } u, v \in \mathcal{U} \tag{9}
\end{equation*}
$$

Remark 0.1. The L-Lipschitz condition on $T_{\Theta}$ is used since recent works show Lipschitz continuity with respect to inputs improves generalization (Sokolić et al. 2017; Gouk et al. 2021; Finlay et al. 2018) and adversarial robustness (Cisse et al. 2017; Anil, Lucas, and Grosse 2019).
Theorem 0.1. (BANACH) For any $u^{1} \in \mathcal{U}$, if the sequence $\left\{u^{k}\right\}$ is generated via the update relation

$$
\begin{equation*}
u^{k+1}=T_{\Theta}\left(u^{k} ; d\right), \quad \text { for all } k \in \mathbb{N}, \tag{10}
\end{equation*}
$$

and if Assumption 0.1 holds, then $\left\{u^{k}\right\}$ converges linearly to the unique fixed point $u_{d}^{\star}$ of $T_{\Theta}(\cdot ; d)$.
Alternative Approaches In (Bai, Kolter, and Koltun 2019; Bai, Koltun, and Kolter 2020) Broyden's method is used for finding $u_{d}^{\star}$. Broyden's method is a quasi-Newton scheme and so at each iteration it updates a stored approximation to the Jacobian $J_{k}$ and then solves a linear system in $J_{k}$. Since in this work our goal is to explore truly Jacobianfree approaches, we stick to the simpler fixed point iteration
scheme when computing $\tilde{u}$ (i.e. Algorithm 1). In the contemporaneous (Gilton, Ongie, and Willett 2021), it is reported that using fixed point iteration in conjunction with Anderson acceleration finds $\tilde{u}$ faster than both vanilla fixed point iteration and Broyden's method. Combining JFB with Anderson accelerated fixed point iteration is a promising research direction we leave for future work.

Other Implicit Formulations A related implicit learning formulation is the well-known neural ODE model (Chen et al. 2018; Dupont, Doucet, and Teh 2019; Ruthotto and Haber 2021). Neural ODEs leverage known connections between deep residual models and discretizations of differential equations (Haber and Ruthotto 2017; Weinan 2017; Ruthotto and Haber 2019; Chang et al. 2018; Finlay et al. 2020; Lu et al. 2018), and replace these discretizations by black-box ODE solvers in forward and backward passes. The implicit property of these models arise from their method for computing gradients. Rather than backpropagate through each layer, backpropagation is instead done by solving the adjoint equation (Jameson 1988) using a blackbox ODE solver as well. This is analogous to solving the Jacobian-based equation when performing backpropagation for implicit networks (see (13)) and allows the user to alleviate the memory costs of backpropagation through deep neural models by solving the adjoint equation at additional computational costs. A drawback is that the adjoint equation must be solved to high-accuracy; otherwise, a descent direction is not necessarily guaranteed (Gholami, Keutzer, and Biros 2019; Onken and Ruthotto 2020; Onken et al. 2021).

## Backpropagation

We present a simple way to backpropagate with implicit networks, called Jacobian-free backprop (JFB). Traditional backpropagation will not work effectively for implicit networks since forward propagation during training could entail hundreds or thousands of iterations, requiring ever growing memory to store computational graphs. On the other hand, implicit models maintain fixed memory costs by backpropagating "through the fixed point" and solving a Jacobianbased equation (at potentially substantial added computational costs). The key step to circumvent this Jacobian-based equation with JFB is to tune weights by using a preconditioned gradient. Let $\ell: \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}$ be a smooth loss function, denoted by $\ell(x, y)$, and consider the training problem

$$
\begin{equation*}
\min _{\Theta} \mathbb{E}_{d \sim \mathcal{D}}\left[\ell\left(y_{d}, \mathcal{N}_{\Theta}(d)\right)\right] \tag{11}
\end{equation*}
$$

where we abusively write $\mathcal{D}$ to also mean a distribution. For clarity of presentation, in the remainder of this section we notationally suppress the dependencies on weights $\Theta$ by letting $u_{d}^{\star}$ denote the fixed point in (7). Unless noted otherwise, mapping arguments are implicit in this section; in each implicit case, this will correspond to entries in (7). We begin with standard assumptions enabling us to differentiate $\mathcal{N}_{\Theta}$.

Assumption 0.2. The mappings $S_{\Theta}$ and $T_{\Theta}$ are continuously differentiable with respect to $u$ and $\Theta$.


Figure 2: Diagram of a possible architecture for network operator $T_{\Theta}$ (in large rectangle). Data $d$ and latent $u$ variables are processed in two streams by nonlinearities (denoted by $\sigma$ ) and affine mappings (denoted by rectangles). These streams merge into a final stream that may also contain transformations. Light gray and blue affine maps are $\ell$-Lipschitz and 1-Lipschitz, respectively. The mapping $Q_{\Theta}$ from data space to latent space is enclosed by the red rectangle.

Assumption 0.3. The weights $\Theta$ may be written as a tuple $\Theta=\left(\theta_{S}, \theta_{T}\right)$ such that weight paramaterization of $S_{\Theta}$ and $T_{\Theta}$ depend only on $\theta_{S}$ and $\theta_{T}$, respectively. ${ }^{4}$

Let $\mathcal{J}_{\Theta}$ be defined as the identity operator, denoted by I, minus the Jacobian ${ }^{5}$ of $T_{\Theta}$ at $(u, d)$, i.e.

$$
\begin{equation*}
\mathcal{J}_{\Theta}(u ; d) \triangleq \mathrm{I}-\frac{\mathrm{d} T_{\Theta}}{\mathrm{d} u}(u ; d) . \tag{12}
\end{equation*}
$$

Following (Winston and Kolter 2020; Bai, Kolter, and Koltun 2019), we differentiate both sides of the fixed point relation in (7) to obtain, by the implicit function theorem,

$$
\begin{equation*}
\frac{\mathrm{d} u_{d}^{\star}}{\mathrm{d} \Theta}=\frac{\partial T_{\Theta}}{\partial u} \frac{\mathrm{~d} u_{d}^{\star}}{\mathrm{d} \Theta}+\frac{\partial T_{\Theta}}{\partial \Theta} \Longrightarrow \frac{\mathrm{d} u_{d}^{\star}}{\mathrm{d} \Theta}=\mathcal{J}_{\Theta}^{-1} \cdot \frac{\partial T_{\Theta}}{\partial \Theta} \tag{13}
\end{equation*}
$$

where $\mathcal{J}_{\Theta}^{-1}$ exists whenever $\mathcal{J}_{\Theta}$ exists (see Lemma ??). Using the chain rule gives the loss gradient

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \Theta}\left[\ell\left(y_{d}, \mathcal{N}_{\Theta}(d)\right)\right] & =\frac{\mathrm{d}}{\mathrm{~d} \Theta}\left[\ell\left(y_{d}, S_{\Theta}\left(T_{\Theta}\left(u_{d}^{\star}, d\right)\right)\right]\right. \\
& =\frac{\partial \ell}{\partial y}\left[\frac{\mathrm{~d} S_{\Theta}}{\mathrm{d} u} \mathcal{J}_{\Theta}^{-1} \frac{\partial T_{\Theta}}{\partial \Theta}+\frac{\partial S_{\Theta}}{\partial \Theta}\right] \tag{14}
\end{align*}
$$

The matrix $\mathcal{J}_{\Theta}$ satisfies the inequality (see Lemma ??)

$$
\begin{equation*}
\left\langle u, \mathcal{J}_{\Theta}^{-1} u\right\rangle \geq \frac{1-\gamma}{(1+\gamma)^{2}}\|u\|^{2}, \quad \text { for all } u \in \mathcal{U} \tag{15}
\end{equation*}
$$

Intuitively, this coercivity property makes it seem possible to remove $\mathcal{J}_{\Theta}^{-1}$ from (14) and backpropagate using

$$
\begin{align*}
p_{\Theta} & \triangleq-\frac{\mathrm{d}}{\mathrm{~d} \Theta}\left[\ell\left(y_{d}, S_{\Theta}\left(T_{\Theta}(u, d)\right)\right]_{u=u_{d}^{\star}}\right. \\
& =-\frac{\partial \ell}{\partial y}\left[\frac{\mathrm{~d} S_{\Theta}}{\mathrm{d} u} \frac{\partial T_{\Theta}}{\partial \Theta}+\frac{\partial S_{\Theta}}{\partial \Theta}\right] . \tag{16}
\end{align*}
$$

[^3]The omission of $\mathcal{J}_{\Theta}^{-1}$ admits two straightforward interpretations. Note $\mathcal{N}_{\Theta}(d)=S_{\Theta}\left(T_{\Theta}\left(u_{d}^{\star} ; d\right)\right)$, and so $p_{\Theta}$ is precisely the gradient of the expression $\ell\left(y_{d}, S_{\Theta}\left(T_{\Theta}\left(u_{d}^{\star} ; d\right)\right)\right)$, treating $u_{d}^{\star}$ as a constant independent of $\Theta$. The distinction is that using $S_{\Theta}\left(T_{\Theta}\left(u_{d}^{\star} ; d\right)\right)$ assumes, perhaps by chance, the user chose the first iterate $u^{1}$ in their fixed point iteration (see Algorithm 1) to be precisely the fixed point $u_{d}^{\star}$. This makes the iteration trivial, "converging" in one iteration. We can simulate this behavior by using the fixed point iteration to find $u_{d}^{\star}$ and only backpropagating through the final step of the fixed point iteration, as shown in Figure 4.

Since the weights $\Theta$ typically lie in a space of much higher dimension than the latent space $\mathcal{U}$, the Jacobians $\partial S_{\Theta} / \partial \Theta$ and $\partial T_{\Theta} / \partial \Theta$ effectively always have full column rank. We leverage this fact via the following assumption.
Assumption 0.4. Under Assumption 0.3, given any weights $\Theta=\left(\theta_{S}, \theta_{T}\right)$ and data d, the matrix

$$
M \triangleq\left[\begin{array}{cc}
\frac{\partial S_{\Theta}}{\partial \theta_{S}} & 0  \tag{17}\\
0 & \frac{\partial T_{\Theta}}{\partial \theta_{T}}
\end{array}\right]
$$

has full column rank and is sufficiently well conditioned to satisfy the inequality ${ }^{6}$

$$
\begin{equation*}
\kappa\left(M^{\top} M\right)=\frac{\lambda_{\max }\left(M^{\top} M\right)}{\lambda_{\min }\left(M^{\top} M\right)} \leq \frac{1}{\gamma} \tag{18}
\end{equation*}
$$

Remark 0.2. The conditioning portion of the above assumption is useful for bounding the worst-case behavior in our analysis. However, we found it unnecessary to enforce this in our experiments for effective training (e.g. see Figure 5), which we hypothesize is justified because worst case behavior rarely occurs in practice and we train using averages of $p_{\Theta}$ for samples drawn from large data sets.

[^4]Assumption 0.4 gives rise to a second interpretation of JFB. Namely, the full column rank of $M$ enables us to rewrite $p_{\Theta}$ as a preconditioned gradient, i.e.

$$
p_{\Theta}=\underbrace{\left(M\left[\begin{array}{cc}
\mathrm{I} & 0  \tag{19}\\
0 & \mathcal{J}_{\Theta}
\end{array}\right] M^{+}\right)}_{\text {preconditioning term }} \frac{\mathrm{d} \ell}{\mathrm{~d} \Theta},
$$

where $M^{+}$is the Moore-Penrose pseudo inverse (Moore 1920; Penrose 1955). These insights lead to our main result.
Theorem 0.2. If Assumptions 0.1, $0.2,0.3$, and 0.4 hold for given weights $\Theta$ and data d, then

$$
\begin{equation*}
p_{\Theta} \triangleq-\frac{\mathrm{d}}{\mathrm{~d} \Theta}\left[\ell\left(y_{d}, S_{\Theta}\left(T_{\Theta}(u, d)\right)\right]_{u=u_{d}^{\star}}\right. \tag{20}
\end{equation*}
$$

is a descent direction for $\ell\left(y_{d}, \mathcal{N}_{\Theta}(d)\right)$ with respect to $\Theta$.
Theorem 0.2 shows we can avoid difficult computations associated with $\mathcal{J}_{\Theta}^{-1}$ in (14) (i.e. solving an associated linear system/adjoint equation) in implicit network literature (Chen et al. 2018; Dupont, Doucet, and Teh 2019; Bai, Kolter, and Koltun 2019; Winston and Kolter 2020). Thus, our scheme more naturally applies to general multilayered $T_{\Theta}$ and is substantially simpler to code. Our scheme is juxtaposed in Figure 4 with classic and Jacobian-based schemes.

Two additional considerations must be made when determining the efficacy of training a model using (20) rather than Jacobian-based gradients (14).

- Does use of $p_{\Theta}$ in (20) degrade training/testing performance relative to (14)?
- Is the term $p_{\Theta}$ in (20) resilient to errors in estimates of the fixed point $u_{d}^{\star}$ ?

The first answer is our training scheme takes a different path to minimizers than using gradients with the implicit model. Thus, for nonconvex problems, one should not expect the results to be the same. In our experiments in Section , using (20) is competitive (14) for all tests (when applied to nearly identical models). The second inquiry is partly answered by the corollary below, which states JFB yields descent even for approximate fixed points.
Corollary 0.1. Given weights $\Theta$ and data $d$, there exists $\varepsilon>0$ such that if $u_{d}^{\varepsilon} \in \mathcal{U}$ satisfies $\left\|u_{d}^{\varepsilon}-u_{d}^{\star}\right\| \leq \varepsilon$ and the assumptions of Theorem 0.2 hold, then

$$
\begin{equation*}
p_{\Theta}^{\varepsilon} \triangleq-\frac{\mathrm{d}}{\mathrm{~d} \Theta}\left[\ell\left(y_{d}, S_{\Theta}\left(T_{\Theta}(u, d)\right)\right]_{u=u_{d}^{\varepsilon}}\right. \tag{21}
\end{equation*}
$$

is a descent direction of $\ell\left(y_{d}, \mathcal{N}_{\Theta}(d)\right)$ with respect to $\Theta$.
We are not aware of any analogous results for error tolerances in the implicit depth literature.
Coding Backpropagation A key feature of JFB is its simplicity of implementation. In particular, the backpropagation of our scheme is similar to that of a standard backpropagation. We illustrate this in the sample of PyTorch (Paszke et al. 2017) code in Figure 3. Here explicit_model represents $S_{\Theta}\left(T_{\Theta}(u ; d)\right)$. The fixed point $u_{d}^{\star}=u_{\_} \_\mathrm{fxd} \_\mathrm{pt}$ is computed by successively applying $T_{\Theta}$ (see Algorithm 1)
within a torch.no_grad() block. With this fixed point, explicit_model evaluates and returns $S_{\Theta}\left(T_{\Theta}\left(u_{d}^{\star}, d\right)\right)$ to $y$ in train mode (to create the computational graph). Thus, our scheme coincides with standard backpropagation through an explicit model with one latent space layer. On the other hand, standard implicit models backpropagate by solving a linear system to apply $\mathcal{J}_{\Theta}^{-1}$ as in (14). That approach requires users to manually update the parameters, use more computational resources, and make considerations (e.g. conditioning of $\mathcal{J}_{\Theta}^{-1}$ ) for each architecture used.

```
Implicit Forward + Proposed Backprop
u_fxd_pt = find_fixed_point(d)
y = explicit_model(u_fxd_pt, d)
loss = criterion(y, labels)
loss.backward()
optimizer.step()
```

Figure 3: Sample PyTorch code for backpropagation
Neumann Backpropagation The inverse of the Jacobian in (12) can be expanded using a Neumann series, i.e.

$$
\begin{equation*}
\mathcal{J}_{\Theta}^{-1}=\left(\mathrm{I}-\frac{\mathrm{d} T_{\Theta}}{\mathrm{d} u}\right)^{-1}=\sum_{k=0}^{\infty}\left(\frac{\mathrm{d} T_{\Theta}}{\mathrm{d} u}\right)^{k} \tag{22}
\end{equation*}
$$

Thus, JFB is a zeroth-order approximation to the Neumann series. In particular, JFB resembles the Neumann-RBP approach for recurrent networks (Liao et al. 2018). However, Neumann-RBP does not guarantee a descent direction or guidelines on how to truncate the Neumann series. This is generally difficult to achieve in theory and practice (Aicher, Foti, and Fox 2020). Our work differs from (Liao et al. 2018) in that we focus purely on implicit networks, prove descent guarantees for JFB, and provide simple PyTorch implementations. Similar approaches exist in hyperparameter optimization, where truncated Neumann series are is used to approximate second-order updates during training (Luketina et al. 2016; Lorraine, Vicol, and Duvenaud 2020). Finally, similar zeroth-order truncations of the Neumann series have been employed, albeit without proof, in Meta-learning (Finn, Abbeel, and Levine 2017; Rajeswaran et al. 2019) and in training transformers (Geng et al. 2021).

## Experiments

This section shows the effectiveness of JFB using PyTorch (Paszke et al. 2017). All networks are ResNet-based such that Assumption 0.3 holds. ${ }^{7}$ One can ensure Assumption 0.1 holds (e.g. via spectral normalization). Yet, in our experiments we found this unnecessary since tuning the weights automatically encouraged contractive behavior. ${ }^{8}$ All experiments are run on a single NVIDIA TITAN X GPU with 12GB RAM. Further details are in the appendix .

[^5]

Figure 4: Diagram of backpropagation schemes for recurrent implicit depth models. Forward propagation is tracked via solid arrows point to the right ( $n . b$. each forward step uses $d$ ). Backpropagation is shown via dashed arrows pointing to the left. Traditional backpropagation requires memory capacity proportional to depth (which is implausible for large $K$ ). Jacobianbased backpropagation solves an associated equation dependent upon the data $d$ and operator $T_{\Theta}$. JFB uses a single backward step, which avoids both large memory capacity requirements and solving a Jacobian-type equation.

| MNIST |  |  |
| :---: | :---: | :---: |
| Method | Network size | Acc. |
| Explicit | 54K | 99.4\% |
| Neural ODE ${ }^{\dagger}$ | 84K | 96.4\% |
| Aug. Neural $\mathrm{ODE}^{\dagger}$ | 84K | 98.2\% |
| MON ${ }^{\ddagger}$ | 84K | 99.2\% |
| JFB-trained Implicit ResNet (ours) | 54K | 99.4\% |
| SVHN |  |  |
| Method | Network size | Acc. |
| Explicit | 164K | 93.7\% |
| Neural ODE ${ }^{\dagger}$ | 172K | 81.0\% |
| Aug. Neural $\mathrm{ODE}^{\dagger}$ | 172K | 83.5\% |
| MON (Multi-tier lg) ${ }^{\ddagger}$ | 170K | 92.3\% |
| JFB-trained Implicit ResNet (ours) | 164K | 94.1\% |

CIFAR-10

| Method | Network size | Acc. |
| :---: | :---: | :---: |
| Explicit (ResNet-56)* | 0.85M | 93.0\% |
| MON (Multi-tier lg) ${ }^{\ddagger}$ | 1.01 M | 89.7\% |
| JFB-trained Implicit ResNet (ours)* | 0.84 M | 93.7\% |
| Multitscāle $\overline{\mathrm{DEQ}}^{*}{ }^{-}$ | 10M | $9 \overline{3} .8 \%$ |

Table 1: Test accuracy of JFB-trained Implicit ResNet compared to Neural ODEs, Augmented NODEs, and MONs; ${ }^{\dagger}$ as reported in (Dupont, Doucet, and Teh 2019); ${ }^{\ddagger}$ as reported in (Winston and Kolter 2020); *with data augmentation

## Classification

We train implicit networks on three benchmark image classification datasets licensed under CC-BY-SA: SVHN (Netzer et al. 2011), MNIST (LeCun, Cortes, and Burges 2010), and CIFAR-10 (Krizhevsky and Hinton 2009). Table 1 compares our results with state-of-the-art results for implicit networks, including Neural ODEs (Chen et al. 2018), Augmented Neural ODEs (Dupont, Doucet, and Teh 2019), Multiscale

DEQs (Bai, Koltun, and Kolter 2020), and MONs (Winston and Kolter 2020). We also compare with corresponding explicit versions of our ResNet-based networks given in (1) as well as with state-of-the-art ResNet results (He et al. 2016) on the augmented CIFAR10 dataset. The explicit networks are trained with the same setup as their implicit counterparts. Table 1 shows JFBs are an effective way to train implicit networks, substantially outperform all the ODE-based networks as well as MONs using similar or fewer parameters. Moreover, JFB is competitive with Multiscale DEQs (Bai, Koltun, and Kolter 2020) despite having less than a tenth as many parameters. See appendix for additional results.

## Comparison to Jacobian-based Backpropagation

Table 2 compares performance between using the standard Jacobian-based backpropagation and JFB. The experiments are performed on all the datasets described in Section. To apply the Jacobian-based backpropagation in (13), we use the conjugate gradient (CG) method on an associated set of normal equations similarly to (Liao et al. 2018). To maintain similar costs, we set the maximum number of CG iterations to be the same as the maximum depth of the forward propagation. The remaining experimental settings are kept the same in our proposed approach. Note the network architectures trained with JFB contain batch normalization in the latent space whereas those trained with Jacobian-based backpropagation do not. Removal of batch normalization for the Jacobian-based method was necessary due to a lack of convergence when solving (13), thereby increasing training loss (see appendix for further details). This phenomena is also observed in previous works (Bai, Koltun, and Kolter 2020; Bai, Kolter, and Koltun 2019). Thus, we find JFB to be (empirically) effective on a wider class of network architectures (e.g. including batch normalization). The purpose of the Jacobian-based results in Figure 5 and Table 2 is to show speedups in training time while maintaining a competitive accuracy with previous state-of-the-art implicit networks. More plots are given in the appendix.

|  | Dataset | Avg time per epoch (s) | \# of $\mathcal{J}$ mat-vec products | Accuracy $\%$ |
| :---: | :---: | :---: | :---: | :---: |
| Jacobian | MNIST | 28.4 | $6.0 \times 10^{6}$ | 99.2 |
|  | SVHN | 92.8 | $1.4 \times 10^{7}$ | 90.1 |
|  | CIFAR10 | 530.9 | $9.7 \times 10^{8}$ | 87.9 |
| JFB | MNIST | 17.6 | 0 | 99.4 |
|  | SVHN | 36.9 | 0 | 94.1 |
|  | CIFAR10 | 146.6 | 0 | 93.67 |

Table 2: Comparison of Jacobian-based backpropagation (first three rows) and our proposed JFB approach. "Mat-vecs" denotes matrix-vector products.


Figure 5: CIFAR10 results using comparable networks/configurations, but with two backpropagation schemes: our proposed JFB method (blue) and standard Jacobian-based backpropagation in (14) (green), with fixed point tolerance $\epsilon=10^{-4}$. JFB is faster and gives better test accuracy.

## Higher Order Neumann Approximation

As explained in Section, JFB can be interpreted as an approximation to the Jacobian-based approach using a zeroth order (i.e. $k=0$ ) truncation to the Neumann series expansion (22) of the Jacobian inverse $\mathcal{J}_{\Theta}^{-1}$. Figure 6 compares JFB with training using more Neumann series terms in the approximation of the Jacobian inverse $\mathcal{J}_{\Theta}^{-1}$. Figure 6 shows JFB is competitive at reduced time cost. Significantly, JFB is also much easier to implement (see Figure 3). See appendix for more experiments with SVHN and discussion about code.


Figure 6: MNIST training using different truncations $k$ of the Neumann series (22) to approximate the inverse Jacobian $\mathcal{J}_{\Theta}^{-1}$. Plots show faster training with fewer terms (fastest with JFB , i.e. $k=0$ ) and competitive test accuracy.

## Conclusion

This work presents a new and simple Jacobian-free backpropagation (JFB) scheme. JFB enables training of implicit networks with fixed memory costs (regardless of depth), is easy to code (see Figure 3), and yields efficient backpropagation. Use of JFB is theoretically justified (even when fixed points are approximately computed). Experiments show JFB yields competitive results for implicit networks. Extensions will enable satisfaction of additional constraints for imaging (Klibanov 1986; Fienup 1982; Heaton et al. 2020; Fung and Wendy 2020; Kan, Fung, and Ruthotto 2020), geophysics (Haber 2014; Fung and Ruthotto 2019a,b), and games (Von Neumann 1959; Lin et al. 2021; Ruthotto et al. 2020).
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[^1]:    ${ }^{1}$ All codes can be found on Github:
    github. com/howardheaton/jacobian_free_backprop

[^2]:    ${ }^{2}$ We use the same subscript for all terms, noting each operator typically depends on a portion of the weights.
    ${ }^{3}$ Each space is assumed to be a real-valued finite dimensional Hilbert space (e.g. $\mathbb{R}^{n}$ ) endowed with a product $\langle\cdot, \cdot\rangle$ and norm $\|\cdot\|$. It will be clear from context which space is being used.

[^3]:    ${ }^{4}$ This assumption is easy to ensure in practice. For notational brevity, we use the subscript $\Theta$ throughout.
    ${ }^{5}$ Under Assumption 0.1, the Jacobian $\mathcal{J}_{\Theta}$ exists almost everywhere. However, presentation is cleaner by assuming smoothness.

[^4]:    ${ }^{6}$ The term $\gamma$ here refers to the contraction factor in (9).

[^5]:    ${ }^{7}$ A weaker version of Assumption 0.2 also holds in practice, i.e. differentiability almost everywhere.
    ${ }^{8}$ We found (9) held for batches of data during training, even when using batch normalization. See appendix for more details.

