The Thirty-Sixth AAAI Conference on Artificial Intelligence (AAAI-22)

Reducing Flipping Errors in Deep Neural Networks

Xiang Deng'*, Yun Xiao?, Bo Long?, Zhongfei Zhang'

! Computer Science Department, State University of New York at Binghamton
2 JD.com
xdeng7 @binghamton.edu, xiaoyunl @jd.com, bo.long@jd.com, zhongfei @cs.binghamton.edu

Abstract

Deep neural networks (DNNs) have been widely applied in
various domains in artificial intelligence including computer
vision and natural language processing. A DNN is typically
trained for many epochs and then a validation dataset is used
to select the DNN in an epoch (we simply call this epoch
“the last epoch”) as the final model for making predictions
on unseen samples, while it usually cannot achieve a per-
fect accuracy on unseen samples. An interesting question is
“how many test (unseen) samples that a DNN misclassifies in
the last epoch were ever correctly classified by the DNN be-
fore the last epoch?”. In this paper, we empirically study this
question and find on several benchmark datasets that the vast
majority of the misclassified samples in the last epoch were
ever classified correctly before the last epoch, which means
that the predictions for these samples were flipped from “cor-
rect” to “wrong”. Motivated by this observation, we propose
to restrict the behavior changes of a DNN on the correctly-
classified samples so that the correct local boundaries can be
maintained and the flipping error on unseen samples can be
largely reduced. Extensive experiments' on different bench-
mark datasets with different modern network architectures
demonstrate that the proposed flipping error reduction (FER)
approach can substantially improve the generalization, the ro-
bustness, and the transferability of DNNs without introduc-
ing any additional network parameters or inference cost, only
with a negligible training overhead.

Introduction

The superior performances of deep neural networks (DNNs)
have driven their wide deployment in varieties of appli-
cations in artificial intelligence such as medical diagnosis
(Miotto et al. 2016), automated vehicle control (Levinson
et al. 2011), and financial business (Ozbayoglu, Gudelek,
and Sezer 2020). Despite the remarkable performances, it
is appealing and necessary to further improve them, thus
benefiting these applications and extending the application
horizon to more accuracy-critical or safety-critical domains.
However, furthering improving the performance of a DNN
usually needs to substantially, even exponentially, increase
the number of its parameters (Simonyan and Zisserman
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Figure 1: RFEs of different DNNs on CIFAR-100 and Stand-
ford Dogs.

2015; He et al. 2016a), which leads to a large amount of
computation and memory costs. In this work, we aim to en-
hance the performance of a DNN classifier without intro-
ducing any additional network parameters, without increas-
ing inference cost, and almost without training overhead by
exploring the learning dynamics of DNNs.

Currently, DNNs are typically trained for many epochs
and then a validation dataset is used to select the DNN in
the best epoch as the final model for making predictions on
unseen samples or the validation dataset is used to set up
the total number of training epochs and then the DNN at
the last epoch is selected as the final model. Without los-
ing generality, we simply denote the selected epoch in both
cases by the last epoch. An interesting question regarding the
generalization of a DNN classifier is “how many misclassi-
fied test samples in the last epoch were ever correctly clas-
sified by the DNN before the last epoch?”. To quantitatively
study this question, we first introduce several novel metrics
and definitions: (1) Wrongly Flipped Samples (WF'Ss) are
the samples that are misclassified by the DNN in the last
epoch but were ever classified correctly by the DNN be-
fore the last epoch; (2) Relative Flipping Error (RFE) is
the ratio of WFSs to the total number of misclassified test

samples (MTSs) in the last epoch, i.e., RFE = ﬂ}\[ﬁgz

We report the RFEs of various modern networks on two
different benchmark datasets including a regular classifica-
tion dataset, i.e., CIFAR-100 (Krizhevsky and Hinton 2009)
and a fine-grained classification dataset, i.e., Standford Dogs
(Khosla et al. 2011). As shown in Figure 1, across differ-
ent modern network architectures on both datsets, a large
percentage of the wrongly-classified test samples in the last




epoch were ever correctly classified before the last epoch,
e.g., the RFEs of ResNet-18 are over 90% on both datasets.
This indicates that the DNN has ever learned the correct lo-
cal boundaries for these samples but then flipped them to the
wrong directions.

Inspired by the observation, we propose a novel frame-
work, i.e., flipping error reduction (FER), to reduce the num-
ber of wrongly-flipped samples and thus to enhance DNN
performances. FER is based on the idea that once a DNN
has made a correct prediction on a sample, we limit the be-
havior change of the DNN on this sample with the goal of
maintaining the correct local classification boundaries near
this sample to avoid wrong flipping. To capture the local
boundaries, we define the behavior of a DNN on a sample
as its output soft distribution over different classes which
captures the distances between a sample and different class
boundaries. Since a DNN may make correct predictions in
many epochs for a sample, we maintain a weighted average
of these correct behaviors based on their confidences and
epoch numbers. A behavior with a higher confidence or in
a later epoch contributes more to the average. The weighted
average behavior is more stable and accurate than a single
behavior for restricting the DNN behavior changes on well-
learned samples.

FER is a simple and easy-to-implement yet effective ap-
proach for training DNNs. Extensive experiments on differ-
ent types of benchmark datasets demonstrate that FER can
improve the generalization, the robustness, and the transfer-
ability of DNNs without introducing any additional network
parameters, without increasing inference cost but only with
a negligible training overhead for maintaining the average
behaviors of a DNN on correctly-classified samples.

Our contributions are summarized as follows:

* We study a novel problem about how many wrongly-
classified test samples in the last epoch were ever cor-
rectly classified before the last epoch?” and define novel
metrics to quantitatively investigate this question and
further propose a solution to this problem. To our best
knowledge, this is the first work to address this issue.

* To reduce flipping errors, we propose a novel framework,
i.e., FER, that restricts the behavior changes of a DNN on
correctly-classified samples and thus maintains the cor-
rect local boundaries near these samples.

* We empirically show on different types of benchmark
datasets that FER is able to improve the generalization,
the robustness, and the transferability of modern DNNss,
without introducing any network parameters or inference
cost, only with a negligible training overhead.

Related Work

In this paper, we study the wrongly flipped predictions on
unseen samples. This phenomenon also happens to train-
ing (seen) samples (Toneva et al. 2019). However, as current
DNNSs are powerful enough to memorize the whole training
dataset, these wrongly-flipped predictions on training sam-
ples can almost always be corrected by the DNNs through
memorization in the later epochs. Memorization does not
mean generalization and thus the wrong flipping issue on
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unseen samples is more challenging. FER is designed to
solve this problem by restricting the soft output distribution
changes of a DNN on correctly-classified samples to main-
tain local correct classification boundaries. Hence, it is tech-
nically related to label smoothing (Szegedy et al. 2016) and
knowledge distillation (KD) techniques (Hinton, Vinyals,
and Dean 2015; Deng and Zhang 2021a,b) which are also
based on soft distribution.

Label Smoothing Szegedy et al. (2016) propose the label
smoothing regularizer (LSR) that linearly interpolates be-
tween a one-hot label and a uniform distribution to generate
a soft distribution as the label for training DNNs, and em-
pirically show that it is able to improve the performance of
the Inception architecture on image classification. Ever since
then, LSR has been used in various advanced image classi-
fication models (Zoph et al. 2018; Real et al. 2019; Huang
et al. 2019) and has also been introduced to other domains.
In speech recognition, Chorowski and Jaitly (2016) show
that label smoothing reduces the word error rate on the WSJ
dataset. In machine translation, Vaswani et al. (2017) show
that label smoothing improves the BLEU score but hurts the
perplexity. Muller et al. (2019) empirically demonstrate that
LSR leads to a better calibration for DNNs. Recently, Yuan
et al. (2020) propose a new manually designed label smooth-
ing based regularizer, i.e., TF-Reg, that combines LSR and
a temperature. These label smoothing techniques manually
assign the same small probability to the non-ground-truth
classes and thus fail to take into account sample-to-class
similarities and cannot fully utilize the advantages of soft
labels.

Knowledge Distillation Knowledge distillation (KD)
(Hinton, Vinyals, and Dean 2015) overcomes the limita-
tions of the manually designed soft labels by taking advan-
tage of a pretrained teacher network to generate soft labels
which contain sample-to-class similarity (distance) informa-
tion. However, it also brings several times of training cost
over the manually designed soft labels due to the two facts:
(1) KD first requires training a large DNN as the teacher; (2)
when training the student, KD needs to process each sam-
ple twice in each iteration, once by the teacher and once by
the student. To reduce the cost of training a large teacher,
many self-distillation approaches including but not limited
to (Xu and Liu 2019; Zhang et al. 2019; Yang et al. 2019b,a;
Furlanello et al. 2018; Bagherinezhad et al. 2018; Yun et al.
2020; Deng and Zhang 2021c; Ji et al. 2021) have been pro-
posed. Zhang et al. (2019) and Ji et al. (2021) add additional
layers or parameters to a DNN to generate soft labels, which
improves the performance but introduces large computation
and memory cost. Born-again networks (Furlanello et al.
2018; Yang et al. 2019a) and label-refine networks (Bagher-
inezhad et al. 2018) train a DNN for many generations and
the network in the (7 — 1)th generation is used as the teacher
to train the network in the ith generation. In other words,
these approaches avoid pretraining a large teacher network
by pretraining the network itself as its own teacher, and this
process can be repeated many times. Nevertheless, they still
have a large training overhead as they need to train a net-
work for many times. To further reduce the training cost
for multiple-generation training, SD (Yang et al. 2019b) in-
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Figure 2: Framework of FER.

troduces mini-generation training. It borrows the idea from
(Huang et al. 2017) to rely on a cyclic learning rate schedule
(Loshchilov and Hutter 2017) to train DNNs for many mini-
generations. However, this learning rate schedule causes that
SD cannot update the soft labels frequently and introduces
wrong supervision signals from mini-generations. To free
the update frequency of soft labels, LWR (Deng and Zhang
2021c) uses the sample-to-class similarities learned in a past
epoch in a standard training procedure to generate soft la-
bels. However, it still introduces wrong supervision signals
for misclassified samples and the soft labels generated from
the information in one epoch are unstable and less accurate.
FER addresses these issues by limiting the behavior changes
of a DNN on correctly-classified samples and taking into ac-
count the DNN behaviors in many epochs.

Note that we aim to improve the DNN performance with
comparable training and inference costs to the standard
training procedure through exploring the learning dynamics
of DNNs. Thus, we do not compare the proposed method
with those approaches (e.g., born-again networks or KD)
whose training or inference cost is several times of ours.

Framework

In this section, we introduce FER for improving DNN per-
formances by exploring the learning dynamics of DNNs. To
show the connection between FER and the standard training
procedure, we first review the standard procedure and then
make further derivations to present FER.

Standard Training Procedure

We denote the training dataset by D = {(x;,y;)}", of n
samples where x; denotes an input sample and y; repre-
sents the corresponding one-hot label. The standard training
(STD) procedure trains a DNN f by minimizing the cross-
entropy loss between the DNN output and the one-hot label:

Lep(r) =H(f(x),y) ()
where H denotes cross-entropy.

At the beginning of the training process, a DNN with ini-
tial weights makes wrong predictions on most samples. The
DNN is then trained for multiple epochs with the goal of
making correct predictions on data samples. However, we
find that the behaviors of a DNN on many test samples are
flipped from correct predictions to wrong predictions as the
training progresses, which is opposite to the learning goal.
Inspired by this observation, we propose to improve DNN
performances by reducing this kind of flipping errors.
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Flipping Error Reduction

To reduce flipping errors, we propose to regularize the be-
havior changes of a DNN on the samples that are already
classified correctly. Note that we do not restrict the behav-
ior of a DNN on the misclassified samples, since the local
boundaries near these samples are still wrong and cannot be
used to make correct predictions on unseen samples. The be-
havior of a DNN on a sample is defined as a soft distribution:

2

where o denotes the softmax function and 7 is a temper-
ature to soften the outputs. The advantage of using a soft
distribution is that soft labels are able to capture the sample-
to-class-margin distances, i.e., sample-to-class similarities.
By restricting the behavior changes of a DNN on correctly-
classified samples, the correct local boundaries near these
samples can be maintained, thus reducing wrong flipping.
Since a DNN is typically trained for many epochs, there
can be multiple correct behaviors of a DNN on a sample.
These correct behaviors are generated in different epochs
and may also have different confidences. Here the confi-
dence means the probability for the ground-truth class, i.e.,
¢ = o(f(x))[y] where y is the ground-truth class index. A
natural question is “which correct behavior should be used
for restricting the DNN behavior on a sample?”. As shown
in Figure 2, we maintain a weighted average of all these cor-
rect behaviors based on the confidence and the epoch num-
ber of each behavior for each sample. Specifically, in epoch
k, suppose that the DNN has made correct predictions in j
epochs for sample = where 0 < j < k& — 1. We denote
the behaviors in these j epochs with correct predictions by
[b1(x),ba(), ..., bj(x)] where b;(x) is the behavior of the
DNN on sample z in the ¢th behavior-correct epoch. For the
behavior in a later epoch or with a high confidence, we as-
sign a larger weight as the DNN has learned more informa-
tion or is more confident. The weighted average behavior in
epoch k is calculated with:
br(z) = e b1 (x) + (1 — e #)bi(z)  (3)
where ¢; is the confidence of b;(x) and p is a coefficient
to scale the contribution of confidence c;. Besides b;(z), all
the other behaviors with correct predictions also contribute

to the current average behavior by, () as they are involved in
computing by_1(x). We then restrict the behavior changes



of the DNN on correctly-classified samples with a regular-
izer:

Leor(z) = alop(z) + 516(0(@), bir(z)) (4

where « and /3 are two balancing weights; /C denotes KL-
divergence. The gradients do not flow through by, () asitis
the record of the past behaviors of a DNN. In most cases, we
simply set o and 3 to 1.0 — 0.9% and 0.9% (where M is
the number of total training epochs), respectively, based on
the fact that the average behavior becomes more accurate in
the later epoch with the DNN learning more information.

FER restricts the behaviors of a DNN on correctly-
classified samples but gives the totally free space for the
DNN on learning misclassified samples, thus the final ob-
jective is written as:

Lrer(®) = Lip@)Leor () + (1 = Lip@n)Lop(r) (5)

where 1] is the indicator function which equals to one if
the argument in the subscript [.] is true and zero otherwise;
T'(z) denotes the argument that sample x has been ever clas-
sified correctly before the current epoch. As we can see, the
training overhead of FER is the cost for maintaining a soft
behavior average (i.e., f)k(x)) for each correctly-classified
sample, which is negligible as these soft behaviors do not
need to be stored in the GPU memory.

Analysis of FER

Label Smoothing Effects FER is highly related to LSR
as it defines the DNN behavior as a soft distribution. LSR
assigns a small probability to the non-ground-truth classes
by using the weighted average of the one-hot label y and
a uniform distribution as the training targets, i.e., yrLsRr
(1 — €)y + 5 where ¢ is a manually set hyper-parameter
and usually set to 0.1; m is the total number of classes. The
objective of LSR is thus expressed as:

Lrsr=K(o(f(x)),yLsr)

= (1- Lo + Klo(f@). S @

It is observed that (6) shares a similar form to (4) that is
the loss for the correctly-classified samples in FER. FER is
thus reduced to LSR when B(x) follows a manually-set uni-
form distribution and the regularizer is put on all samples by
ignoring whether the predictions on them are already cor-
rect or not. This indicates that FER is an adaptive version of
LSR and should inherit the advantage of LSR such as a bet-
ter generalization. The advantage of FER over LSR is that
FER can capture the sample-to-class distance information
which is accumulated from the past behaviors of the DNN,
while LSR fails to provide this kind of information as it as-
signs the same small probability to all the non-ground-truth
classes. To further illustrate this point, we provide an intu-
itive example in Figure 3.

Maintaining Correct Local Classification Boundaries
FER defines the the DNN behavior as the soft output distri-
bution over different classes which contains sample-to-class
distance information. It restricts the DNN behavior changes
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b.( 333% Cat 14.767%
“‘ Dog 90.0% Dog 85.192%
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Figure 3: Due to the body type differences, the dog in the
first row is more visually similar to a cat while the the dog in
the second row is more visually similar to a wolf. Different
from LSR that assigns them the same soft label, FER uses
the weighted average behavior that assigns different proba-
bilities to different classes.

ShuffleNetV2 ResNet-18

FER 74.821+0.24 80.29+0.12
CIFAR FER w/o S1  74.48+£0.33 80.00£0.18
-100 FER w/0 52 74.46=£0.19 79.90+£0.07
LWR 73.53+0.33 79.73£0.32
FER 68.76+0.17 70.64+0.25
Standford FER w/o S1  68.01+£0.40 70.2540.25
Dogs FER w/o S2  67.82£0.10 70.08+0.18
LWR 67.39+0.42 69.8440.45

Table 1: Ablation studies regarding the strategies in FER.

nw=0.5 pn=10 pn=15
T7=5 79.95+0.14 80.29+0.12 79.91+£0.16
7=10 79.40+0.33 79.63+0.15 79.64+0.09

Table 2: Effects of 7 and i with ResNet-18 on CIFAR-100.

on the correctly-classified samples and gives free space
for learning wrongly-classified samples. FER thus mitigates
wrong flipping through maintaining the correct local bound-
aries while allowing correct flipping (i.e., from wrong pre-
dictions to correct predictions) for wrongly-classified sam-
ples. We empirically validate the flipping error reduction ef-
fects of FER in the ablation studies.

Experiments

We first conduct ablation studies and then compare FER
with cost-comparable label-smoothing approaches.

Ablation Studies

Can FER Reduce Flipping Errors? FER is developed
from the STD training procedure with the goal of reducing
the number of wrongly flipped samples. In this part, we aim
to empirically validate that FER indeed reduces the flipping
errors of DNNs. The flipping error (FE) is quantitatively
defined as the ratio of the number of wrongly flipped test
samples (WFSs) to the total number of test samples (TSs):

#WFSs

FE= #TS's

(7
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Figure 4: Flipping errors on CIFAR-100. Figure 5: Flipping errors on Standford Dogs.
ResNet-18 WRN-40-2 ShuffleNetV2 MobileNetV2

STD 77.31+0.33 76.2440.15 71.58+0.19 64.27+0.81

LSR 78.244+0.16 76.294+0.25 71.90+0.13 64.54+0.74

Max-Entropy  77.65+0.35 76.3440.15 71.23+0.22 64.344+0.46

CIFAR-100 SD 78.31+0.24 76.341+0.12 68.70+£0.51 65.78+0.13

CS-KD 78.014+0.13 76.254+0.10 71.431+0.28 64.814+0.20

TF-Reg 77.36+0.23 76.32+0.19 72.09+0.34 64.87+0.27

FER (Ours) 80.294+0.12 (1 2.98) 77.80+0.13 (1 1.56) 74.82+0.24 (13.24) 66.841+0.79 (1 2.57)

STD 65.57+0.16 58.71+0.44 60.80+0.25 55.53+0.76

LSR 64.9140.08 58.97+0.10 61.85+0.27 56.04£0.41

Max-Entropy  65.254+0.16 58.82+0.22 61.56+0.40 55.924+0.42

Tiny ImageNet SD 65.874+0.28 61.01+0.10 60.79+0.15 55.97+0.59

CS-KD 64.294+0.25 59.67+0.13 61.66+0.34 57.08+0.52

TF-Reg 64.881+0.47 58.624+0.49 61.55+0.42 56.03+0.23

FER (Ours) 67.72+0.32 (1 2.15)  62.10+£0.15 (1 3.39) 62.61+0.04 (1 1.81) 57.431+0.23 (1 1.90)

Table 3: Test accuracies (%) on CIFAR-100 and Tiny ImageNet. 1 denotes the absolute improvement over the standard training

procedure (i.e., STD).

We conduct experiments on two different types of datasets
including one regular classification dataset and one fine-
grained dataset, i.e., CIFAR-100 (Krizhevsky and Hinton
2009) and Standard Dogs (Khosla et al. 2011).

Figure 4 and Figure 5 report the FEs on CIFAR-100 and
Standford Dogs, respectively. It is observed that by simply
restricting the DNN behaviors on correctly-classified sam-
ples, FER consistently and substantially reduces the FEs
across different networks and datasets, which demonstrates
the ability of FER to mitigate wrong flipping.

FER v.s. LWR There are two strategies in FER: (1) only
restricting the DNN behavior changes on correctly-classified
samples while giving the DNN totally free space for learn-
ing on misclassified samples, instead of restricting the DNN
behavior on all the samples; (2) using the weighted average
of multiple correct behaviors instead of one single behavior
to restrict a DNN. In this part, we empirically examine the
effects of the two strategies. We denote FER without strat-
egy (1) by FER w/o S1, without strategy (2) by FER w/o
S2. Without both of the two strategies, FER is reduced to
LWR (Deng and Zhang 2021c) that is a special case of FER.

Table 1 reports the performances on CIFAR-100 and
Standford Dogs. As expected, without either of the two
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strategies or without both (i.e., LWR), the performances
drop significantly on both datasets, which demonstrates the
effectiveness of the two strategies and the superiority of FER
over LWR.

Effects of 7 and ;¢ 7 in FER controls the softness of the
behavior while 4 scales the contribution of the confidence of
each behavior to the weighted average. Their effects on the
performances of FER are reported in Table 2. It is observed
that 7 = 5 consistently outperforms 7 = 10. The reason is
that as seen from Eq. (2), a large 7 makes the behavior too
flat to contain sample-to-class distance information. On the
other hand, we observe that the performance of FER is not
sensitive to .

Generalization on Test Data

We use the test accuracy to measure the generalization of
different methods on test data.

Datasets We adopt different kinds of datasets across dif-
ferent domains including two regular classification datasets,
i.e., CIFAR-100 (Krizhevsky and Hinton 2009) and Tiny-
ImageNet 2 three fined-grained classification datasets, i.e.,

“https://tiny-imagenet.herokuapp.com



ResNet-10 ResNet-18 MobileNetV2 ShuffleNetV2

STD 58.9640.12 61.09+0.49 67.20£0.21 61.67+0.85

LSR 59.314+0.21 63.57+0.50 67.97+0.43 62.66+0.11

Max-Entropy  59.00+0.30 61.23+0.37 66.56+0.30 61.10£0.15
CUB SD 59.284+0.34 64.19+0.24 68.15+0.32 63.99+0.29

CS-KD 60.70+0.21 64.57+0.29 67.48+0.32 63.32+0.25

TF-Reg 58.8440.60 62.04+0.28 67.20+£0.43 61.1940.58

FER (Ours) 64.861+-0.45 (1 5.90) 67.65+0.25 (1 6.56) 69.08+0.47 (1 1.88) 65.60+0.26 (1 3.93)

STD 63.91+0.25 66.56+0.28 68.05+0.26 66.08+0.32

LSR 63.36+0.03 67.12+0.86 69.13+0.09 66.90+0.34

Max-Entropy  63.94+0.30 66.42+0.50 67.97+0.30 66.25+0.60
Stanford Dogs  SD 64.654+0.36 68.79+0.06 70.26+0.35 67.30+0.26

CS-KD 64.91£0.26 69.17£0.19 68.73+0.25 66.75+0.31

TF-Reg 63.72+0.44 66.53+0.50 68.36+0.26 66.63+0.26

FER (Ours) 67.12+0.29 (1 3.21) 70.64+0.25 (1 4.08) 70.78+0.31 (1 2.73) 68.76+0.17 (T 2.68)

STD 73.89+0.25 79.58+0.25 83.01+0.30 78.00+£0.45

LSR 74.5240.18 80.91+0.28 83.88+0.10 78.40+0.94

Max-Entropy  73.39+0.09 79.594+0.41 82.81+0.45 78.20+0.25
FGVC-Aircraft SD 74.98+0.38 80.554+0.80 83.36+0.13 78.09+0.34

CS-KD 74.9540.40 79.7240.19 80.62+0.38 77.89+1.55

TF-Reg 73.69+0.38 80.124+0.33 83.394+0.11 78.50+0.31

FER (Ours) 77.02+0.11 (1 3.13) 82.38 +0.10 (1 2.80) 84.56+0.82 (1 1.55) 78.60+0.46 (1 0.60)

Table 4: Test accuracies (%) on fine-grained classification datasets. 1 denotes the absolute improvement over the STD procedure.

Arcene Iris
STD 83.00+2.16 90.00£2.72
LSR 81.00+4.55 92.2241.57
Max-Ent 79.67+3.77 94.44+1.57
SD 81.00+1.63 93.3342.72
CS-KD 83.67+£0.94 94.44+1.57
TF-Reg 80.00+2.16 90.00£2.72
FER (Ours) 86.33+0.94 (1 3.33) 95.56+1.57 (1 5.56)

Table 5: Test accuracies (%) on tabular datasets.

CUB-200-2011 (Wah et al. 2011), Stanford Dogs (Khosla
etal. 2011), and FGVC-Aircraft (Maji et al. 2013), two tabu-
lar datasets, i.e., Arcene (Dua and Graff 2017), and Iris (Dua
and Graff 2017).

Architectures To examine whether FER works on dif-
ferent modern architectures, we adopt ResNet (He et al.
2016a,b), WRN (Zagoruyko and Komodakis 2016), Shuf-
fleNet (Ma et al. 2018), and MobileNet (Sandler et al. 2018).

Baselines As FER is modified from the the standard
training procedure (STD), STD is considered as one of the
most important baselines. In addition, since FER uses soft
distribution, we also compare FER with label smoothing
based methods including cost-comparable self-distillation
approaches, i.e., LSR (Miiller, Kornblith, and Hinton 2019;
Szegedy et al. 2016), Max-Entropy (Pereyra et al. 2017),
SD (Yang et al. 2019b), CS-KD (Yun et al. 2020), and TF-
Reg (Yuan et al. 2020). The comparison and discussion with
LWR (Deng and Zhang 2021c¢) are given in the above abla-
tion studies.

More specific details regarding these datasets, baselines,
and hyper-parameters are given in Appendix due to space
limitation.
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Regular Classification The regular classification is con-
ducted on CIFAR-100 and Tiny ImageNet. The compari-
son results are reported in Table 3. It is clearly observed
that by simply restricting the DNN behavior changes on
correctly-classified samples to maintain correct local bound-
aries, FER consistently outperforms the standard training
procedure (i.e., STD) by a large margin with different net-
work architectures across different datasets, e.g., the ab-
solute accuracy improvements with ResNet-18 are 2.98%
and 2.15% on CIFAR-100 and Tiny ImageNet, respectively,
which demonstrates the effectiveness of FER. On the other
hand, FER also beats the other competitors significantly with
different architectures on different datsets, which demon-
strates the superiority of FER over these label smoothing
based approaches.

Fine-Grained Classification We further evaluate FER on
fine-grained classification which is a more challenging task
due to the small intra-class differences but large inter-class
differences. Table 4 reports the comparison results on three
fine-grained classification benchmark datsets. We observe
that the superiority of FER over the baselines is more ob-
vious on the fine-grained datasets than on regular datasets,
e.g., the absolute accuracy improvements over STD with
ResNet-18 are 6.56%, 4.08%, and 2.80% on CUB, Stand-
ford Dogs, and FGVC-Aircraft, respectively. The reason is
that the samples in different classes of the fine-grained clas-
sification share more visual similarities, which leads to more
wrong flipping. FER mitigates this issue by maintaining lo-
cal correct boundaries and thus obtains a much better per-
formance.

Classification on Non-Image Data To investigate the ap-
plicability of FER on non-image data, we conduct several



Noise Accuracy STD LSR SD CS-KD TF-Reg FER(Ours)

30% Last 57.2240.15 60.01+£0.41 60.10£0.30 53.86+0.12 60.21+0.15 67.94+0.22 (1 10.72)
°  Best 65.99+0.10 67.38+0.33 60.57+0.14 54.22+0.36 67.72+£0.09 71.75+0.26 (1 5.76)

60% Last 32.2240.32  32.924+0.16 32.43+£0.40 28.68+0.34 33.19+0.40 61.57£0.08 (1 29.35)
°  Best 53.81+0.21 55.50+0.35 47.70£0.12 40.54+1.29 54.95+0.37 61.99+0.21 (1 8.18)

80% Last 12.37+0.35 12.08+£0.44 16.49+1.27 9.61+0.05 12.51+0.26  42.74+0.77 (1 30.37)
°  Best 37.40+0.21 36.78+1.36 29.51£0.35 20.31+0.53 38.22+0.70 43.36+0.63 (1 5.96)

Table 6: Robustness results with ResNet-18 on CIFAR-100 with different levels of noise.

Cross-dataset \ STD LSR

SD CS-KD TF-Reg FER (Ours)

CIFAR-100 to STL-10

| 69.71+£0.14  68.85+0.

23

69.27+0.13

69.96+0.02 69.13+£0.07 70.80+0.15

CIFAR-100 to Tiny ImageNet | 33.47+£0.25 32.66+£0.10 31.87+0.05

33.46£0.05 33.07+0.07 34.20+£0.12

Table 7: Transferability performances.

experiments on two tabular datasets, i.e., Arcene and Iris.
We follow (Zhang et al. 2018) to adopt the DNN with two
hidden, fully-connected layers of 128 units. Table 5 reports
the comparison results. FER improves the accuracy over
STD by 3.33% and 5.56% on Arcene and Iris, respectively,
and also outperforms the other competitors substantially,
which validates the applicability and usefulness of FER on
non-image data.

Robustness

With DNNs being applied to more and more safety-critical
domains such as autonomous driving and medical diagno-
sis, the robustness of DNNs to data noise becomes extraor-
dinarily essential. We follow the existing study (Zhang et al.
2017) to evaluate the robustness of different approaches to
different levels of noise. We use the open-source implemen-
tation 3 of (Zhang et al. 2017) to replace 30%, 60%, and 80%
of the training labels in CIFAR-100 by random noise to gen-
erate three different levels of noisy data. Note that all the test
labels are kept intact for evaluation. When the data contain
a large amount of noise, the labels are not reliable anymore
and thus cannot be used to judge whether a sample has been
classified correctly. FER thus trains DNNs on noisy data by
simply using Eq. (4).

The robustness performances of different approaches are
summarized in Table 6 where the test accuracy in the last
epoch and the best test accuracy achieved during the whole
training process are reported. We have the following obser-
vations. First, for most approaches, there is a large gap be-
tween the last accuracy and the best accuracy. The reason
is that as the training progresses, the DNN overfits a large
amount of noise in the later epochs, which results in the
accuracy decrease in the later epochs. The existing studies
(Arpit et al. 2017; Han et al. 2018; Deng and Zhang 2021c¢)
have a similar observation that DNNSs first fit training data
with clean labels and then memorize those with noisy labels.
Second, FER outperforms STD and the other label smooth-
ing baselines substantially, e.g., the last accuracy improve-
ment over STD under 60% noise achieves 29.35%. The rea-

*https://github.com/pluskid/fitting-random-labels
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son is that STD totally believes in the one-hot labels and
fits substantial noise in the later epochs while FER uses
the weighted average behavior accumulated from the previ-
ous epochs to guide the training instead of fitting the noise,
which enables it to have a much better robustness.

Transferability

We investigate the transferability of the representations
learned by FER, as one goal of deep representation learn-
ing is to learn general representations that can be transferred
to different datasets. Specifically, we first train ResNet-18 on
CIFAR-100, and then freeze the feature encoder and train a
linear classifier on STL-10 (Coates, Ng, and Lee 2011) and
Tiny ImageNet. All images in STL-10 and Tiny ImageNet
are resized to 32x32 to match the input size of the ResNet-
18 pretrained on CIFAR-100.

The transferability performances are reported in Table
7. The representations learned by FER have a much better
cross-dataset performance than those of the other baselines.
The reason can be that FER takes into account the sample-
to-class-margin distance information when learning the rep-
resentations, thus avoiding overfitting the dataset and lead-
ing to more general representations.

Conclusion

In this paper, we study a novel problem about “how many
misclassified unseen samples in the last epoch were ever cor-
rectly classified by the DNN?” and then propose a simple yet
effective framework FER to mitigate the wrong flipping is-
sue, which is to our best knowledge the first work to address
this problem. This is achieved by restricting the DNN be-
havior changes on correctly-classified samples with the goal
of maintaining the correct local classification boundaries to
avoid wrongly flipping on unseen samples. Extensive exper-
iments on several benchmark datasets with different mod-
ern network architectures demonstrate that FER consistently
improves the generalization, the robustness, and the transfer-
ability of DNNSs substantially.
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