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Abstract

Understanding the multiple socially-acceptable future behav-
iors is an essential task for many vision applications. In this
paper, we propose a tree-based method, termed as Social In-
terpretable Tree (SIT), to address this multi-modal prediction
task, where a hand-crafted tree is built depending on the prior
information of observed trajectory to model multiple future
trajectories. Specifically, a path in the tree from the root to
leaf represents an individual possible future trajectory. SIT
employs a coarse-to-fine optimization strategy, in which the
tree is first built by high-order velocity to balance the com-
plexity and coverage of the tree and then optimized greedily
to encourage multimodality. Finally, a teacher-forcing refin-
ing operation is used to predict the final fine trajectory. Com-
pared with prior methods which leverage implicit latent vari-
ables to represent possible future trajectories, the path in the
tree can explicitly explain the rough moving behaviors (e.g.,
go straight and then turn right), and thus provides better in-
terpretability. Despite the hand-crafted tree, the experimental
results on ETH-UCY and Stanford Drone datasets demon-
strate that our method is capable of matching or exceeding
the performance of state-of-the-art methods. Interestingly, the
experiments show that the raw built tree without training out-
performs many prior deep neural network based approaches.
Meanwhile, our method presents sufficient flexibility in long-
term prediction and different best-of- K predictions.

Introduction

Pedestrian trajectory prediction plays an essential role in
many vision systems, e.g., the automatic vehicle understands
the future trajectory of the pedestrian to prevent the accident,
and the monitoring system recognize the abnormal action in
advance by predicting the future trajectory of human.

In a real traffic scenario illustrated in Figure 1 (first row),
due to the intrinsic randomness of pedestrians’ moving and
intangible various intent only based on observed trajec-
tory (A), the future trajectory is largely uncertain and nat-
urally multi-modal, which means there are multiple possible
trajectories that pedestrian could take (B). One kind of ap-
proaches (Gupta et al. 2018; Mangalam et al. 2020) to model
this multi-modal future trajectory embed them into an im-
plicit latent space (second row) generated by the conditional
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Figure 1: Illustration of real traffic scenario and comparison
of our method with CVAE-based method. The first row illus-
trates the future trajectory is largely uncertain only referenc-
ing observed trajectory (A). The future trajectory is multi-
modal and thus can be represented by a tree (B). The yellow
closest path is refined to predict future trajectory (C). The
second and third rows describe the process of CVAE-based
method and our proposed method, respectively.

variational autoencoder (CVAE) or generative adversarial
network (GAN). Then, multiple latent variables sampled re-
peatedly from the generated latent space are used to repre-
sent multimodality. Despite the significant performance, the
latent variables still suffer from uninterpretability, and such
models (CVAE, GAN) are persecuted by the problem of
model collapse (Arjovsky and Bottou 2017). What’s more,
the sampling operation could result in performance variance
due to the disturbance from randomness.

To cope with those problems, we propose to model the
multi-modal future trajectory into a tree as shown in Fig-
ure 1 (third row), where the paths from the root to leaf in the
tree could represent multimodality naturally and the closest
path (yellow path) with ground truth is selected to obtain the
final fine-grained predicted trajectory. Compared with the la-
tent variable, the path in the tree could explain rough move-
ment behaviors, e.g., the yellow path expresses go straight
and then turn right, and thus can provide well interpretabil-
ity. Furthermore, the sampling operation is replaced with the
“selection” to ensure obtaining stable results.



Inspired by the interpretable tree, we propose the Social
Interpretable Tree (SIT) to predict multi-modal future tra-
jectories. SIT first builds a future trajectory tree to gener-
ate plausible future trajectories according to the velocity of
the observed trajectory. To obtain concise representation, the
tree is specified with a ternary tree, in which the tree splits
in three directions, i.e., go straight, turn left and right with
a specific angle, at each time step. The turn round and keep
still can be viewed in the specific cases of go straight and
turn left or right, respectively. Since the complexity of the
tree grows exponentially as the depth increases, we propose
to build a coarse trajectory tree (CTT) to balance the com-
plexity and coverage of the tree. Instead of splitting time step
by time step, the CTT splits through multi-time steps recur-
sively and the high-order velocity in this temporal interval
of observed trajectory is considered as the split direction.
After obtaining the CTT, SIT optimizes it greedily to pre-
vent the tree from collapsing to the average modal of data
because there is only a single ground truth to refer to. Partic-
ularly, we convert the ground truth to coarse ground truth by
high-order velocity and the generated coarse ground truth is
used to optimize the closest path to it in the CTT. Finally, a
teacher-forcing refining strategy is used to refine the top-1
coarse future trajectory scored and selected from the opti-
mized CTT in training time, while the top-K coarse future
trajectories are selected to obtain the final multi-modal fu-
ture trajectories in inference time.

We conduct extensive experiments on two popular bench-
mark pedestrian trajectory prediction datasets, i.e., ETH-
UCY (Pellegrini et al. 2009; Lerner, Chrysanthou, and
Lischinski 2007) and Stanford Drone (Robicquet et al.
2016). Despite the hand-crafted tree, the experimental re-
sults demonstrate that: 1) the proposed SIT is capable of
matching or exceeding the performance of state-of-the-art
methods; 2) SIT contributes to breaking the stereotype of
hand-crafted methods in pedestrian trajectory prediction.
Without any training, the raw ternary tree can outperform
many deep neural-based methods; 3) SIT shows effective
interpretability to explain pedestrians’ future moving behav-
iors; 4) SIT shows the sufficient flexibility in long-term pre-
diction and different best-of- K predictions.

Related Work

Pedestrian Trajectory Prediction. Traditionally, pedes-
trian trajectory prediction has been studied by hand-crafted
methods. Since the trajectory space of pedestrians is a 2D
plane, many works (Antonini, Bierlaire, and Weber 2006;
Robin et al. 2009; Ondrtej et al. 2010) split this space into
multiple subspaces and then calculate the probability of each
subspace based on the strong prior information. Relying
on prior knowledge, the hand-crafted methods show inter-
pretability to explain the predicted trajectory. Unfortunately,
they are restricted in specific scenarios and difficultly gen-
eralize to more complex scenarios due to over-depending on
prior knowledge.

Recently, deep learning has been applied to visual recog-
nition (Hu, Long, and Xiao 2021), action recognition (Islam,
Long, and Radke 2021), image denoising (Yu et al. 2021),
style transfer (Xu et al. 2021), shadow removal (Wei et al.
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2019; Zhang et al. 2020; Chen et al. 2021), anomaly de-
tection (Liu et al. 2021), human motion prediction (Dang
et al. 2021), as well as image and video forgery detection
research (Islam et al. 2020). Thanks to deep learning, pedes-
trian trajectory prediction achieves significant progress. As
a temporal sequential learning task, many works (Alahi
et al. 2016; Gupta et al. 2018; Bisagno, Zhang, and Conci
2018; Zhang et al. 2019) employ the recurrent neural net-
works (RNNs) or its variants (LSTM and GRU) to capture
temporal dependencies and spatial interaction. Considering
the interaction as a spatial graph (Sun, Jiang, and Lu 2020;
Kosaraju et al. 2019; Ma et al. 2019; Mohamed et al. 2020;
Shi et al. 2021; Bae and Jeon 2021), the graph convolu-
tional network (GCN) (Kipf and Welling 2017) with a phys-
ical adjacency matrix and the attention mechanism (Vaswani
et al. 2017) with a learnable adjacency matrix are used
to integrate spatial interactive messages. Moreover, some
works (Ivanovic and Pavone 2019; Sadeghian et al. 2019;
Liang et al. 2019; Shafiee, Padir, and Elhamifar 2021) lever-
age the visual information to improve the prediction perfor-
mance.

Due to the multimodality of future trajectory, most works
focus on the generative model to predict multi-modal fu-
ture trajectories. The CVAE-based methods (Lee et al. 2017;
Ivanovic and Pavone 2019; Mangalam et al. 2020) and the
GAN-based methods (Gupta et al. 2018; Sadeghian et al.
2019) map each possible future trajectory into a latent space
in training time, and sample repeatedly from the latent space
to obtain the multi-modal results in inference time. In con-
trast, our method builds a trajectory tree on more general
rules (i.e., go straight, turn left and right) to represent multi-
modal future trajectories and then optimizes it to obtain the
fine-grained predicted trajectory. Thus, it is not only suit-
able for various scenarios, but also can provide better inter-
pretability, stable predicted results, and sufficient flexibility
in different prediction settings, verified by the experimental
results.

Tree in Trajectory. Tree-based algorithms in trajectory re-
lated tasks mainly focus on path planning (Svenstrup, Bak,
and Andersen 2010), which aims to search an acceptable
path to the given destination. LaValle et al. (LaValle et al.
1998) propose a typical sampling-based planning approach,
which extends non-holonomic constraints and supports dy-
namic environments as well. Followed by that, many vari-
ants (Kuffner and LaValle 2000; Adiyatov and Varol 2013;
Goerzen, Kong, and Mettler 2010) are proposed to im-
prove the performance of path planning. There are also
tree-based trajectory prediction methods that serve motion
and path planning. Aoude ef al. (Aoude et al. 2011) com-
bine the closed-loop rapidly-exploring random tree (CL-
RRT) (Kuwata et al. 2009) with a Gaussian mixture model
for collision avoidance and conflict detection. Jurgenson et
al. (Jurgenson, Groshev, and Tamar 2019) divide a path into
multiple sub-goals and use a divide-and-conquer process to
generate a complete trajectory. In contrast, pedestrian trajec-
tory prediction is more challenging due to the absence of any
future trajectory information.
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Figure 2: An example of the generating of coarse trajectory
tree with the depth d = 2 and interval S = 2. The high-order
velocity AV, i.e., the displacement in a temporal interval S,
is regarded as the forward split direction. The left split direc-
tion is gained by multiplication between the rotation matrix
M with angle § and AV, while the right split direction is
obtained by multiplication between the rotation matrix M
with angle —# and AV. The coarse trajectory tree is gener-
ated recursively at each split, where each path from the root
to leaf represents a coarse possible future trajectory.

Our Method
Problem Formulation

Given a traffic scenario, z! represents the spatial coordinate
of pedestrian ¢ at the time step ¢. To collect N pedestri-
ans’ coordinates from time step 1 to Tips, We can obtain
the observed trajectories denoted as X = {x;}¥,, where

x; = {xf, ;‘F;"i. Due to the multimodality of future tra-
jectory, there are K socially-acceptable future trajectories

denoted by Y = {¥;}/{,. The single ground truth ¥ =

{y:}¥,, where y; = {mf}tTL;M ,Y € Y. In a real traffic
scenario, the trajectory is not only affected by the pedestri-
ans’ intention but also the interaction between pedestrians at
each time step ¢ denoted by S = {s;}7°t. Briefly speak-
ing, our objective has two parts. First, the model predicts all
socially-acceptable future trajectories Y based on the ob-
served trajectory X and interaction S, and then selects the
trajectories with high confidence to obtain the final multi-
modal future trajectories.

As discussed above, the process of our method can be for-

mulated mathematically as

p(YX,5) =Y p(Y|X,S)p(Y]Y,X,S),
YEY

ey

where p(.|.) is a discrete conditional distribution because Y
is represented by a tree.

Under this formulation, previous works embed Y into
an implicit continuous space (Gupta et al. 2018; Mangalam
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et al. 2020) by specific generative models, where the select-
ing process is directly replaced with the sampling repeat-
edly from the learned latent space in reference time. In con-
trast, our method embeds Y into a discrete structured space,
which is specifically represented by a ternary tree. Since
the ternary tree is not influenced by the average modal of
data, each trajectory (path) contained in the tree can keep
its individual moving behavior, and thus provide well inter-
pretability and meanwhile not fall into the frequent modal.
Moreover, the operation of selection could generate stable
predicted results compared with sampling repeatedly.

The overall framework of our method is illustrated in Fig-
ure 3. Specifically, the coarse trajectory tree is built firstly to
generate the coarse discrete structured space Y coarse and then
encoded by an MLP to gain the tree encoding. Meanwhile,
the observed trajectory and spatial interaction are encoded
to obtain the observed encoding and interaction encoding
one after another. Next, the tree and interaction are fused to
score each path in the coarse trajectory tree by an attention
mechanism, and then the obtained confidence vector p is op-
timized supervised by the label q, which is obtained by the
path measurement between each path and the coarse ground
truth. Particularly, the coarse ground truth is generated by
the high-order velocity of ground truth. Subsequently, the
Ycoarse 1S optimized greedily by the path with the highest
confidence to generate the coarse predicted trajectory super-
vised by the coarse ground truth. Finally, a refining opera-
tion is employed on the coarse predicted trajectory to gain
the fine-grained trajectory with the teacher forcing, which
means the refining operation uses coarse ground truth for
refinement in training time, while the coarse predicted tra-
jectories with top-k confidences are used to refine for multi-
modal future trajectory prediction in reference time.

Trajectory Prediction with Tree

Coarse Trajectory Tree. The fundamental operation for our
method is to build the coarse trajectory tree, which refers to
the generating of a ternary tree as preceding discussion. The
whole process is considered as a recursive split in three di-
rections (ternary tree) at each time step. Due to the temporal
dependency of trajectory, the velocity vector of the observed
trajectory is used to get the direction of forwarding split (go
straight). In particular, the directions of left split (turn left)
and right split (turn right) are gained by positive and neg-
ative rotation of the velocity vector with a specific angle,
respectively. As shown in Figure 2, given the location of ob-
served trajectories x; (green arrowed line) for the pedestrian
i, we can obtain the corresponding velocities denoted v;
{vi}]2 by the displacement from one time step to next time
step. Note that we assume the pedestrian keeps still at the
first time step, namely the {v}}}¥., = 0. Since the complex-
ity of tree grows exponentially as the depth (d) increases,
e.g., assuming the predicted length T' = Tjeq — Tops = 12,
we will generate a ternary tree with the d = 12 and it has
312 paths if the split is taken at each time step. To balance
the complexity and the coverage of the tree, the tree splits
multi-time steps once instead of split time step by time step.
Therefore, we set a specific temporal interval (1 < S < T)
and the high-order velocity (AV), gained by summing all
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Figure 3: The overall framework of our method. The coarse trajectory tree is built firstly and then encoded by an MLP to gain
the tree encoding. Another MLP and a GCN are used to obtain the observed encoding and interaction encoding one after another
from the observed trajectory. Next, an attention mechanism is used to score each path between tree encoding and interaction
encoding, and the results (confidence vector p) is optimized by the index label (q) of the distance between each path and coarse
ground truth. Particularly, the coarse ground truth is generated by the high-order velocity of ground truth. Subsequently, the
coarse predicted trajectory is obtained by the top-1 path and refined to predict fine future trajectory. Notably, the teacher forcing
is used in refinement, which means the coarse ground truth is fed into the refinement in training time, while the coarse predicted
trajectories are fed into the refinement to obtain multi-modal future trajectories in inference time.

velocity vectors in the last S of observed trajectory, is con-
sidered as the split direction of forwarding direction. The
rotated angle () is used to generate the directions of the left
and right split. Finally, we will generate a ternary tree, i.e.,
coarse trajectory tree, with the depth d = [1'/S] after a re-
cursive process. Upon obtaining the coarse trajectory tree,
each path from the root to leaf represents a coarse possi-
ble future trajectory, and thus the coarse discrete structured
space Y coarse could be composed of all paths in the coarse
trajectory tree.

Trajectory Encoding. The future trajectory is not only af-
fected by the internal motion information but the interac-
tive states with other pedestrians. In this paper, we mainly
focus on evaluating the effectiveness of the tree for pedes-
trian trajectory prediction. We use an simply multilayer per-
ceptron (MLP) to encode the observed trajectory X into
observed encoding denoted Fy. Another MLP is applied
to encode the path of Y .y into tree encoding denoted
Fuee = {fi}M,, where the M is the size of Ycouse- In
addition, a graph convolutional network (GCN) (Kipf and
Welling 2017) implemented by the self-attention (Vaswani
et al. 2017) without the positional encoding is used to model
the interaction encoding denoted F.

Scoring and Selection. After obtaining the coarse discrete
structured space Y coase, We need to optimize it to obtain
more precise trajectory. To keep the interpretability of tree,
we use a two-stage training strategy, in which the path in the
Y coarse 1S first scored and then those with high confidence
are selected to optimize. To score the path, we model the
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attention scores between the interaction encoding F and the
tree encoding F.. as the confidence vector p , i.e.,

p = Softmax(¢(Fs)¢)(Fuee) '), (2)

where ¢ and v are the linear projections, T is the transpose.

After that, since the closest path with ground truth can
provide rough explanation about the moving behavior of
ground truth, we expect it gains the highest confidence.
Thus, a path measurement is employed to measure the dis-
tance between each path and the ground truth, and the loca-
tion index in the coarse trajectory tree of the closest one is
considered as the label q to supervise the scoring operation.
Particularly, since the real trajectory of pedestrian is zigzag,
we convert the ground truth Y to its coarse version f/coarse to
simplify the optimization. Namely, q is generated by mea-
suring the distance between each path and Ymme. Similar
with coarse trajectory tree, Y course 1S generated by dividing
the ground truth into multiple equilong segments with tem-
poral interval S and then connecting the break point as il-
lustrated ground truth and coarse ground truth in Figure 3.
The distance of path measurement is the mean of L-2 dis-
tance between each break point and corresponding point in
the path. The loss function can be given by

Lar = Lce(p; q), €))

where the Lcg is the cross entropy loss.
Greedy Optimization. Due to the single provided ground
truth, the model will collapse into frequent modal of data



if we force multiple paths to approach the ground truth. To
obtain multi-modal future trajectory, we optimize the path
greedily, which means the path with highest confidence is
used to optimize the Y ¢ourse- Specifically, the tree encoding
f+ of the path with highest confidence fused with the inter-
action encoding F is fed into an MLP to obtain the coarse
predicted trajectory Y . The objective function of the greedy
optimization is shown by

PN

ECOaI‘Sﬁ = £I‘Cg(Y ’ Ycoarse)7

where Ly, is the Huber loss.

Trajectory Refining. The final step of our method refine the
coarse predicted trajectory Y to obtain fine-grained trajec-
tory Yne. To ensure the optimization of refining correctly
especially in the early stage of training, we use a teacher-
forcing (Williams and Zipser 1989) strategy in training time.
Namely, the closest coarse trajectory Y is replaced with the
coarse ground truth ¥ o to regress the final fine-grained
trajectory. The loss function of trajectory refining is repre-
sented by

“

Cref = ﬁreg(Ycoarsea Y),

where Ly, is the Huber loss, Y is the ground truth.
Training and Inference. We train the proposed method in
an end-to-end way. The total loss is

&)

L= /\1 Ecoarse + )\2£clf + )\3ﬁrefa (6)

where A1, Ao and A3 are used to balance the training process.
At the inference step, we select the top-K predicted tra-
jectories according to the attention scores, and those are
refined to obtain the final K fine-grained trajectories, i.e.,
multi-modal future trajectories.
Implementation Details. To implement the proposed
method, all encoding modules are implemented by a 3-layer
MLP with the PRelu non-linearity. We split the coarse tra-
jectory tree three times and generates 27 paths. Other hyper-
parameters of this tree are recorded in Appendix due to
space limitation. All the coefficients A1, A2, and Az of to-
tal loss are set to 1.

Experimental Analysis

Datasets. To evaluate the effectiveness of our method,
we conduct extensive experiments on two widely used
datasets, i.e., ETH-UCY (Pellegrini et al. 2009; Lerner,
Chrysanthou, and Lischinski 2007) and Stanford Drone
Dataset (SDD) (Robicquet et al. 2016), in pedestrian trajec-
tory prediction. ETH-UCY includes five scenes: ETH, HO-
TEL UNIV, ZARA1 and ZARA?2, and the coordinate of tra-
jectory is recorded in world coordinate system with the me-
ter as the unit. SDD contains 20 scenes and the coordinate
of trajectory is recorded in pixel coordinate system with the
pixel as the unit. For ETH-UCY, we follow the leave-one-out
strategy (Shi et al. 2021) for training and evaluation, which
the model is trained on four scenes and evaluated on the rest
of the scene. For SDD, we use prior train-test split (Man-
galam et al. 2020) for evaluation.
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Following the common setting (Shi et al. 2021), we seg-
ment the trajectory sequences into 8s trajectory segments by
sliding, in which the observed trajectory is 3.2s and the fu-
ture trajectory is the rest 4.8s, with a time step of 0.4s.
Metrics. Following the common practice (Gupta et al.
2018), we adopt two widely used metrics to evaluate the per-
formance of the predicted trajectory. Average Displacement
Error (ADE) computes the average L-2 distance between
predicted trajectory location and the ground truth location.
Final Displacement Error (FDE) calculates the L-2 distance
between the predicted trajectory at the last time step loca-
tion and the corresponding group truth location. To measure
the ADE and FDE of our method, we follow the previously
commonly used measurement that selects K predicted tra-
jectories and reports the performance of closest trajectory.

Quantitative Analysis

We conduct extensive experiments to evaluate the effective-
ness of SIT in prediction accuracy, raw tree prediction, long-
term prediction, and different best-of-K predictions. More
experiments are reported in Appendix due to space limita-
tion.

Performance on ETH-UCY. The results are given in Ta-
ble 1, which are evaluated by ADE and FDE. Although our
proposed SIT is based on a hand-crafted tree, the results in-
dicate that our SIT outperforms all the competing methods
on both ADE and FDE on average. Specifically, for ADE,
our SIT surpasses the previous best method STAR (Yu et al.
2020) by 11.5% on average. For FDE, our SIT outperforms
the previous best method PECNet (Mangalam et al. 2020)
by a margin of 20.8% on average. The performances on
both ADE and FDE underline the effectiveness of the tree
in pedestrian trajectory prediction.

Prediction with Raw Tree. We conduct a specific exper-
iment to testify the tree is suitable for pedestrian trajec-
tory prediction even without any training. The raw tree (i.e.,
coarse trajectory tree) is built only based on the prior in-
formation, i.e., velocity, and it is directly used to compare
with other deep learning-based methods as shown in Ta-
ble 1. The raw tree is tested with different depth d, which
is set to 0, 1,2, and 3, respectively. Note that d = 0 means
the pedestrians keep going straight along the direction of the
last time step of the observed trajectory. Since the tree is
ternary, we can obtain 3¢ trajectories for each d. The exper-
imental results demonstrate our raw tree can match the deep
learning-based methods, i.e., Social-STGCNN (Mohamed
et al. 2020) and TPNMS (Liang et al. 2021). Interestingly,
the raw tree with d = 0, i.e., only a trajectory keeps going
straight, exceeds SGAN (Gupta et al. 2018) which uses best-
of-20 to report metrics. This phenomenon indicate our raw
tree could cover effective space of future trajectory even it
is built by hand. Based on a general rule, (i.e., go straight,
tree left and turn right ), the raw tree can generate effective
trajectory that is more suitable for various scenarios and thus
obtains better performance.

Performance on SDD. As shown in Table 2, our method
outperforms previous state-of-the-art methods (Mangalam
et al. 2020) on both ADE and FDE. It shows higher feasi-
bility in pedestrian trajectory prediction. The trajectory pre-



Model Venue  Year | ETH HOTEL UNIV ZARAL1 ZARA2 | AVG
Vanilla LSTM CVPR 2016 | 1.09/241 0.86/1.91 0.61/1.31 0.41/0.88 0.52/1.11 | 0.70/1.52
Social LSTM CVPR 2016 | 1.09/2.35 0.79/1.76  0.67/1.40 0.47/1.00 0.56/1.17 | 0.72/1.54

Desire CVPR 2017 | 0.73/1.65 0.30/0.59 0.60/1.27 0.38/0.81 0.31/0.68 | 0.46/1.00

Sophie CVPR 2019 | 0.70/1.43 0.76/1.67 0.54/1.24 0.30/0.63 0.38/0.78 | 0.51/1.15

GAT NeurIPS 2019 | 0.68/1.29 0.68/1.40 0.57/1.29 0.29/0.60 0.37/0.75 | 0.52/1.07
Social-BIGAT  NeurIPS 2019 | 0.69/1.29 0.49/1.01 0.55/1.32 0.30/0.62 0.36/0.75 | 0.48/1.00
STAR ECCV 2020 | 0.36/0.65 0.17/0.36 0.31/0.62 0.26/0.55 0.22/0.46 | 0.26/0.53
PECNet ECCV 2020 | 0.47/0.87 0.18/0.24 0.35/0.60 0.22/0.39 0.17/0.30 | 0.29/0.48
SGCN CVPR 2021 | 0.63/1.03 0.32/0.55 0.37/0.70 0.29/0.53 0.25/0.45 | 0.37/0.65
DMRGCN AAAI 2021 | 0.60/1.09 0.21/0.30 0.35/0.63 0.29/0.47 0.25/0.41 | 0.34/0.58
SGAN CVPR 2018 | 0.87/1.62 0.67/1.37 0.76/1.52 0.35/0.68 0.42/0.84 | 0.61/1.21
Social- STGCNN  CVPR 2020 | 0.64/1.11 0.49/0.85 0.44/0.79 0.34/0.53 0.30/0.48 | 0.44/0.75
TPNMS AAAI 2021 | 0.52/0.89 0.22/0.39 0.55/1.13 0.35/0.70  0.27/0.56 | 0.38/0.73
SIT (Ours) AAAI 2022 | 0.39/0.62 0.14/0.22 0.27/0.47 0.19/0.33 0.16/0.29 | 0.23/0.38
Raw Tree (d=0) AAAI 2022 | 0.99/2.23 0.32/0.61 0.52/1.16 0.43/0.96 0.32/0.72 | 0.51/1.13
Raw Tree (d=1) AAAI 2022 | 0.91/2.00 0.27/0.51 0.43/0.94 0.35/0.75 0.26/0.56 | 0.44/0.95
Raw Tree (d=2) AAAI 2022 | 0.86/1.85 0.25/0.46 0.41/0.90 0.31/0.65 0.23/0.51 | 0.41/0.87
Raw Tree (d=3) AAAI 2022 | 0.82/1.64 0.24/0.40 0.38/0.77 0.29/0.53 0.22/0.43 | 0.39/0.75

Table 1: Comparison with baselines on the ETH-UCY using ADE/FDE, which are measured in meters. The lower the better.
The models SGAN, Social-STGCNN and TPNMS are the closest methods compared with our raw tree.

Models K | ADE FDE
SoPhie 20 | 1627 29.38
SGAN 20 | 2724 41.44
Desie 5 | 1925 34.05
CF-VAE 20 | 12.60 2230
P2TIRL 20 | 12.58 22.07
SimAug 20 | 1027 19.71
PECNet 5 | 12.79 25.98
PECNet 20 | 9.96 15.88
SIT (Ours) 25 | 893  14.97
SIT (Ours) 20 | 9.13  15.42
SIT (Ours) 15 | 9.48  16.48
SIT (Ours) 10 | 10.34  18.50
SIT (Ours) 5 | 1230 23.17

Table 2: Comparison with baselines on Stanford Drone using
ADE and FDE. The metrics are measured in pixels.

diction with various k£ shown in Table 2 also indicates the
effectiveness of our SIT. More experimental results please
see Appendix.

Long-term Prediction. We conduct experiments on long-
term prediction, which input the observed trajectory with
normal (3.2s and 8 time steps) length, the longer future
trajectory will be predicted. In this experiment, we set the
longer future trajectory to 6.4s (16 time steps), 8.0s (20
times steps), and 9.6s (24 time steps), respectively. To in-
dicate the flexibility of our SIT on long-term prediction
by comparing against other baselines, we reproduce the
LSTM and GAN-based method SGAN (Gupta et al. 2018),
the graph-based method Social-STGCNN (Mohamed et al.
2020) and the CVAE-based method PECNet (Mangalam
et al. 2020) by their official released codes to predict long-
term future trajectory, respectively. Note that the PECNet
is reproduced by the data loader of Social-STGCNN be-
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Tyred | Models | ADE FDE
SGAN 2.16  3.96
16 | Social-STGCNN | 0.54  1.05
PECNet 2.89 2.63
SIT 049 1.01
SGAN 240 452
5 | Social-STGCNN | 071 1.30
PECNet 3.02 255
SIT 055 1.12
SGAN 279 4.66
54 | Social-STGCNN | 092 1.76
PECNet 3.16 253
SIT 0.68 1.22

Table 3: Long-term prediction on ETH-UCY.

cause the data loader of PECNet can not change the pre-
dicted length. As shown in Table 3, our SIT outperforms all
competing methods on all long-term predicted lengths. No-
tably, the improvements are gradually increasing as the pre-
dicted length elongates. The underlying reason could be that
the built tree provides effective “candidates” (paths) that are
convenient for the optimization of deep neural network.

Different best-of-K predictions. Due to the multi-modal
of future trajectory, related works use the best-of-K to re-
port the quantified metrics. Namely, K (usually K = 20)
future trajectories are predicted, while only the closest tra-
jectory is used to report. To further testify the flexibility of
our SIT, we conduct experiments on different best-of- K pre-
dictions, where we set K = 15, 10, and 5, respectively. We
also reproduce the state-of-the-art method PECNet for com-
parison. Since PECNet does not provide pretrained mode,
we compare with it by above reproduced model. are pre-
sented in Table 4. It indicates that our SIT achieves signifi-
cant performance on all experimental settings. Interestingly,
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Figure 4: Visualization of selected path and refined trajectory.

K | Models | ADE FDE
5 PECNet | 0.64 1.21
SIT 0.35 0.65
10 PECNet | 0.64 1.14
SIT 0.27 0.49
15 PECNet | 0.64 1.11
SIT 024 042

Table 4: Different best-of-K predictions on ETY-UCY.

our SIT with a small K, e.g., SIT-5, still outperforms Social-
STGCNN (Mohamed et al. 2020) with K = 20, as com-
pared between Table 1 and Table 4.

Ablation Study

We conduct ablative experiments to isolate the performance
contribution of each component of our method. The relevant
components include the teacher forcing (TF), classification
task (CLF), coarse ground truth (CGT), and the interaction
encoding (IE). Specifically, to represent their effectiveness,
the TF is verified by replacing the coarse ground truth with
the path with the highest confidence (1), the CLF is verified
by removing the loss function Ls (2), the CGT is verified by
removing the TF and CLF together (3), and the IE is verified
by removing the attention encoding (4). Table 6 presents the
full method (5) achieves the best performance, which clearly
validates the effectiveness of each component.

Qualitative Analysis

Interpretability. The interpretability of our SIT mainly
refers to the path in the tree that can provide a good expla-
nation of future moving behaviors, e.g., go straight and then
turn right. To show our SIT is capable of selecting the clos-
est path with ground truth, we make statistics in the testing
set to record the rate that selecting the closest path in dif-
ferent best-of-K predictions. The closest path is selected by
the minimum FDE with the coarse ground truth. Relevant
results of minimum ADE are shown in Appendix. As shown
in Table 5, our SIT shows significant accuracy (88.47% to
97.38%) in standard best-of-20 prediction. For the lower ac-
curacy of top-1, the reason is SIT encourages multi-modal
prediction, which does not welcome the single prediction.

Visualization. To further illustrate the interpretability of our
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K | ETH HOTEL UNIV ZARAl ZARA2
1 | 28772% 41.59%  9.81% 1429%  9.18%
5 | 5856% 58.68% 36.29% 59.52%  39.17%
10 | 80.11% 73.59% 59.20% 79.49%  62.50%
15 | 88.39% 87.36% 76.46% 90.19%  79.92%
20 | 93.92% 94.39% 88.47% 97.38%  89.73%

Table 5: Top- K accuracy of selecting the closest path of tree.

TF CLE CGT IE | ADE FDE
n X v v v | 913 1557
2 X X v v | 952 1669
3 X X X v 1343 2509
@ v v X953 1601
G v v v v | 913 1542

Table 6: Ablation study on SDD.

SIT, we visualize the selected path in real traffic scenarios.
As presented in Figure 4, from the left to right, the images
represent the pedestrians go straight and then turn left, keep
going straight, keep turn right, go straight and then turn right
and keep turn right. Our SIT can select the path with similar
behaviors of the ground truth and then refines it to gain a
precisely predicted trajectory. For more visualizations please
see Appendix.

Conclusion

We propose a simple yet effective tree-based method, named
Social Interpretable Tree (SIT) to predict the multi-modal
future trajectories. Compared with previous methods that
embed the multi-modal future trajectories into a continuous
latent space, we embed them into a discrete structured space,
i.e., a ternary tree. In our method, a coarse trajectory tree is
first built and then a coarse-to-fine strategy is used to ob-
tain the final multi-modal future trajectories. Experimental
results on ETH-UCY and Stanford Drone Dataset validate
the effectiveness of our SIT in standard prediction, long-
term prediction, different best-of-K predictions, and inter-
pretability. Furthermore, the raw tree without any training
outperforms even many deep learning-based methods.
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