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Abstract
In this paper, we propose TransMEF, a transformer-based
multi-exposure image fusion framework that uses self-
supervised multi-task learning. The framework is based on
an encoder-decoder network, which can be trained on large
natural image datasets and does not require ground truth fu-
sion images. We design three self-supervised reconstruction
tasks according to the characteristics of multi-exposure im-
ages and conduct these tasks simultaneously using multi-task
learning; through this process, the network can learn the char-
acteristics of multi-exposure images and extract more gener-
alized features. In addition, to compensate for the defect in
establishing long-range dependencies in CNN-based archi-
tectures, we design an encoder that combines a CNN mod-
ule with a transformer module. This combination enables
the network to focus on both local and global information.
We evaluated our method and compared it to 11 competi-
tive traditional and deep learning-based methods on the lat-
est released multi-exposure image fusion benchmark dataset,
and our method achieved the best performance in both sub-
jective and objective evaluations. Code will be available at
https://github.com/miccaiif/TransMEF.

1 Introduction
Due to the low dynamic range (LDR) of common imaging
sensors, a single image often suffers from underexposure
or overexposure and fails to depict the high dynamic range
(HDR) of luminance levels in natural scenes. The multi-
exposure image fusion (MEF) technique provides an eco-
nomical and effective solution by fusing LDR images with
different exposures into a single HDR image and thus is
widely used in HDR imaging for mobile devices (Reinhard
et al. 2010; Hasinoff et al. 2016; Shen et al. 2011).

The study of MEF has a long history, and a series of tradi-
tional methods have been proposed (Li, Manjunath, and Mi-
tra 1995; Liu and Wang 2015; Lee, Park, and Cho 2018; Ma
and Wang 2015; Ma et al. 2017b,a). However, their perfor-
mances are limited because weak hand-crafted representa-
tions have low generalizability and are not robust to varying
input conditions (Zhang 2021; Zhang et al. 2020b; Xu et al.
2020a).
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Recently, deep learning-based algorithms have gradually
become mainstream in the MEF field. In these methods,
two source images with different exposures are directly in-
put into a fusion network, and the fused image is obtained
from the output of the network. The fusion networks can
be trained in a common supervised way using ground truth
fusion images (Zhang et al. 2020b; Wang et al. 2018; Li
and Zhang 2018) or in an unsupervised way by encourag-
ing the fused image to retain different aspects of the im-
portant information in the source images (Xu et al. 2020a;
Ram Prabhakar, Sai Srikar, and Venkatesh Babu 2017; Xu
et al. 2020b; Zhang et al. 2020a; Ma et al. 2019). How-
ever, both supervised and unsupervised MEF methods re-
quire a large amount of multi-exposure data for training. Al-
though many researchers (Ram Prabhakar, Sai Srikar, and
Venkatesh Babu 2017; Cai, Gu, and Zhang 2018; Zeng et al.
2014) have collected various multi-exposure datasets, their
quantities are not comparable to large natural image datasets
such as ImageNet (Deng et al. 2009) or MS-COCO (Lin
et al. 2014). The absence of large amounts of training data
generally leads to overfitting or tedious parameter optimiza-
tion. In addition, ground truth is also in high demand for
supervised MEF methods but is not commonly available in
the field (Zhang 2021). Some researchers synthesize ground
truth images (Wang et al. 2018) or use the fusion results from
other methods as ground truth for training (Yin et al. 2020;
Chen and Chuang 2020; Xu, Ma, and Zhang 2020). How-
ever, these ground truth images are not real, and using them
leads to inferior performance.

Moreover, all the existing deep learning-based MEF
methods utilize convolutional neural networks (CNNs) for
feature extraction, but it is difficult for CNNs to model long-
range dependencies due to their small receptive field, which
is an inherent limitation. In image fusion, the quality of the
fused images is related to the pixels within the receptive field
as well as to the pixel intensity and texture of the entire im-
age. Therefore, modeling both global and local dependen-
cies is required.

To address the above issues, we propose TransMEF, a
transformer-based multi-exposure image fusion framework
that uses self-supervised multi-task learning. The framework
is based on an encoder-decoder network and is trained on a
large natural image dataset using self-supervised image re-
construction to avoid training with multi-exposure images.
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During the fusion phase, we first apply the trained encoder
to extract feature maps from two source images and then ap-
ply the trained decoder to generate a fused image from the
fused feature maps. We also design three self-supervised re-
construction tasks according to the characteristics of multi-
exposure images to train the network so that our network
learns these characteristics more effectively.

In addition, we design an encoder that includes both a
CNN module and a transformer module so that the en-
coder can utilize both local and global information. Exten-
sive experiments demonstrate the effectiveness of the self-
supervised reconstruction tasks as well as the transformer-
based encoder and show that our method outperforms the
state-of-the-art MEF methods in both subjective and objec-
tive evaluations.

The main contributions of this paper are summarized as
follows:

• We propose three self-supervised reconstruction tasks ac-
cording to the characteristics of multi-exposure images
and train an encoder-decoder network using multi-task
learning so that our network is not only able to be trained
on large natural image datasets but also learns the char-
acteristics of multi-exposure images.

• To compensate for the defect in establishing long-range
dependencies in CNN-based architectures, we design an
encoder that combines a CNN module with a transformer
module, which enables the network to utilize both local
and global information during feature extraction.

• To provide a fair and comprehensive comparison with
other fusion methods, we used the latest released multi-
exposure image fusion benchmark dataset (Zhang 2021)
as the test dataset. We selected 12 objective evaluation
metrics from four perspectives and compared our method
to 11 competitive traditional and deep learning-based
methods in the MEF field. Our method achieves the best
performance in both subjective and objective evaluations.

2 Related Work
2.1 Traditional MEF Algorithms
Traditional MEF methods can be further classified into spa-
tial domain-based fusion methods (Liu and Wang 2015; Lee,
Park, and Cho 2018; Ma and Wang 2015; Ma et al. 2017b,a)
and transform domain-based fusion methods (Li, Manju-
nath, and Mitra 1995; Burt and Kolczynski 1993; Mertens,
Kautz, and Van Reeth 2007; Kou et al. 2017). Spatial do-
main methods calculate the fused image’s pixel values di-
rectly from the source image’s pixel values, and three types
of techniques are commonly used to fuse images in the spa-
tial domain, namely, pixel-based methods (Liu and Wang
2015; Lee, Park, and Cho 2018), patch-based methods (Ma
and Wang 2015; Ma et al. 2017b) and optimization-based
methods (Ma et al. 2017a).

In transform domain-based fusion algorithms, the source
images are first transformed to a specific transform domain
(such as the wavelet domain) to obtain different frequency
components, and then appropriate fusion rules are used to

fuse different frequency components. Finally, the fused im-
ages are obtained by inversely transforming the fused fre-
quency components. Commonly used transform methods
include pyramid transform (Burt and Kolczynski 1993),
Laplacian pyramid (Mertens, Kautz, and Van Reeth 2007),
wavelet transform (Li, Manjunath, and Mitra 1995), and
edge-preserving smoothing (Kou et al. 2017), among others.

Although traditional methods achieve promising fusion
results, weak hand-crafted representations with low gener-
alizability hinder further improvement.

2.2 Deep-Learning Based MEF Algorithms
In deep learning-based algorithms, two source images with
different exposures are directly input into a fusion net-
work, and the network outputs the fused image. The fusion
networks can be trained with ground truth fusion images
(Zhang et al. 2020b; Wang et al. 2018; Li and Zhang 2018)
or similarity metric-based loss functions (Xu et al. 2020a;
Ram Prabhakar, Sai Srikar, and Venkatesh Babu 2017; Xu
et al. 2020b; Zhang et al. 2020a; Ma et al. 2019).

Due to the lack of real ground truth fusion images in the
MEF field, several methods have been proposed to synthe-
size ground truth. For example, Wang et al. (Wang et al.
2018) generated ground truth data by changing the pixel in-
tensity of normal images (Deng et al. 2009), while other re-
searchers utilized the fusion results from other MEF meth-
ods as ground truth (Yin et al. 2020; Chen and Chuang 2020;
Xu, Ma, and Zhang 2020). However, these ground truth im-
ages are not real, leading to inferior fusion performance.

In addition to training with ground truth images, another
research direction is to train the fusion network with sim-
ilarity metric-based loss functions that encourage the fu-
sion image to retain important information from different
aspects of the source images. For example, Prabhakar et al.
(Ram Prabhakar, Sai Srikar, and Venkatesh Babu 2017) ap-
plied a no-reference image quality metric (MEF-SSIM) as a
loss function. Zhang et al. (Zhang et al. 2020a) designed a
loss function based on gradient and intensity information to
perform unsupervised training. Xu et al. (Xu et al. 2020a,b)
proposed U2Fusion, in which a fusion network is trained to
preserve the adaptive similarity between the fusion result
and the source images. Although these methods do not re-
quire ground truth images, a large number of multi-exposure
images are still in high demand for training. Although sev-
eral multi-exposure datasets (Ram Prabhakar, Sai Srikar, and
Venkatesh Babu 2017; Cai, Gu, and Zhang 2018; Zeng et al.
2014) have been collected, their quantities are incompara-
ble to large natural image datasets such as ImageNet (Deng
et al. 2009) or MS-COCO (Lin et al. 2014). The absence of
large amounts of training data leads to overfitting or tedious
parameter optimization.

Notably, researchers have already utilized encoder-
decoder networks in infrared and visible image fusion (Li
and Wu 2018) as well as multi-focus image fusion tasks
(Ma et al. 2021). They trained the encoder-decoder network
on the natural image dataset, but the network cannot effec-
tively learn the characteristics of multi-exposure images due
to the domain discrepancy. In contrast, we design three self-
supervised reconstruction tasks according to the character-
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istics of multi-exposure images so that our network can not
only be trained on large natural image datasets but will also
be able to learn the characteristics of multi-exposure images.

3 Method
3.1 Framework Overview
As shown in Figure 1, our framework is an encoder-decoder-
based architecture. We train the network via image recon-
struction on a large natural image dataset. During the fusion
phase, we apply the trained encoder to extract feature maps
from a pair of source images and then fuse the two feature
maps and input it into the decoder to generate the fused im-
age.

The framework training process is shown in Figure 1 (a),
where we use the network to perform self-supervised im-
age reconstruction tasks, i.e., to reconstruct the original im-
age from the destroyed input image. Concretely, given an
original image Iin ∈ RH×W , three different destroyed im-
ages Ĩ

N

in(N = 1, 2, 3) are generated by destroying several
subregions using one of the three different transformations
(Gamma-based transformation TG(·), Fourier-based trans-
formation TF (·) and global region shuffling TS(·)). The de-
stroyed images are input into the Encoder, which consists of
a feature extraction module, TransBlock, and a feature en-
hancement module, EnhanceBlock. TransBlock uses a CNN
module and a transformer module for feature extraction.
The destroyed images ĨNin are directly input into the CNN-
Module, and concurrently, they are divided into patches ĨNp ,
which are then input into the Transformer-Module. The En-
hanceBlock aggregates and enhances the feature maps ex-
tracted from the CNN-Module and the Transformer-Module.
Finally, the image features extracted by the Encoder are used
to obtain the reconstructed image INout(N = 1, 2, 3) by the
Decoder. We utilize a multi-task learning approach that si-
multaneously performs three self-supervised reconstruction
tasks. The detailed structure of the Encoder and the three
reconstruction tasks are introduced in Sections 3.2 and 3.3,
respectively.

The trained Encoder and Decoder are then used for image
fusion, as shown in Figure 1 (b). Specifically, two source
images Ik (k = 1, 2) are first input to the Encoder for fea-
ture encoding, and then the extracted feature maps F1 and
F2 are fused using the Fusion Rule to obtain the fused fea-
ture maps F ′. Finally, the fused image IF is reconstructed
by the Decoder. The fusion rule is described in detail in Sec-
tion 3.4. Here, we only introduce this framework’s pipeline
for single-channel grayscale image fusion, and the fusion of
color images is elaborated in Section 3.5.

3.2 Transformer-Based Encoder-Decoder
Framework

Encoder-Decoder Framework for Image Reconstruc-
tion The encoder-decoder network is shown in Figure
1 (a). Using a single self-supervised reconstruction task
as an example, given a training image Iin ∈ RH×W ,
we first randomly generate 10 image subregions xi ∈
RHi×Wi , (i = 1, 2, . . . 10) to form a set that will be trans-

formed χ = {x1, x2, . . . , x10}, where the sizes of the subre-
gionsHi,Wi are all random values uniformly sampled from
the positive integer set [1,25]. After that, we transform each
subregion xi in the set χwith an image transform tailored for
multi-exposure image fusion (the three different transforma-
tions are described in detail in Section 3.3) to obtain the set
of transformed subregions χ̃, which are then used to replace
the original subregions to obtain the transformed image Ĩin.
In Figure 1 (a), TG(·), TF (·) and TS(·) represent the transfor-
mation based on Gamma transform, Fourier transform and
global region shuffling, respectively.

The Encoder contains a feature extraction module, Trans-
Block, and a feature enhancement module, EnhanceBlock.
The detailed architecture of TransBlock is introduced in the
following section. The feature enhancement module, En-
hanceBlock, aggregates and enhances the feature maps ex-
tracted by TransBlock so that the Encoder can better inte-
grate the global and local features. Concretely, we concate-
nate the two feature maps from the CNN-Module and the
Transformer-Module in TransBlock and input them into two
sequentially connected ConvBlock layers to achieve feature
enhancement. As shown in Figure 1 (c), each ConvBlock
consists of two convolutional layers with a kernel size of
3×3, a padding of 1 and one ReLU activation layer. The De-
coder contains two sequentially connected ConvBlock lay-
ers and a final 1×1 convolution to reconstruct the original
image.

TransBlock: A Powerful Feature Extractor Inspired by
TransUnet (Chen et al. 2021) and ViT (Dosovitskiy et al.
2020), we propose a feature extraction module, Trans-
Block, that combines the CNN and transformer architec-
ture to model both local and global dependencies in im-
ages. The architecture of TransBlock is shown in Figure
1 (a). Specifically, the CNN-Module consists of three se-
quentially connected ConvBlock layers, and the input to the
CNN-Module is the destroyed images. Simultaneously, the
destroyed image Ĩin ∈ RH×W is divided into a total of
M patches of size H

P ×
W
P . The patches are used to con-

struct the sequence xseq ∈ RM×P 2

, where xseq =
{
xkp
}

,
(k = 1, 2, . . .M), M = HW/P 2 and P is the size of the
patches. The sequence is fed into the Transformer-Module,
which starts with a patch embeddings linear projection E,
and the encoded sequence features z0 ∈ RM×D are ob-
tained. Then, z0 passes through L Transformer layers and
the output of each layer is denoted as zl(l = 1...L). Figure
1 (c) illustrates the architecture of one Transformer layer,
which consists of a multi-head attention mechanism (MSA)
block and a multi-layer perceptron (MLP) block, where
layer normalization (LN) is applied before every block and
residual connections are applied after every block. The MLP
block consists of two linear layers with a GELU activation
function.

Loss Function Our architecture applies a multi-task
learning approach to simultaneously perform three self-
supervised reconstruction tasks using the following loss
function.

Loss = LossTaskG
+ LossTaskF

+ LossTaskS
(1)
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（a）Self-supervised and multi-task image reconstruction network.

𝛵𝐺 ·

…

L
in

e
a

r 
P

ro
je

ct
io

n

Transformer-Module

TransBlock

Encoder

C
o

n
v

B
lo

ck

CNN-Module

EnhanceBlock

（b）The image fusion architecture. （c）Detailed structures of Transformer and ConvBlock.
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Figure 1: TransMEF image fusion framework. (a) The proposed self-supervised image reconstruction network, which uses
multi-task learning. (b) The image fusion architecture. (c) Detailed structures of Transformer and ConvBlock.

whereLoss denotes the overall loss function.LossTaskG
,

LossTaskF
and LossTaskS

are the loss functions of the
three self-supervised reconstruction tasks.

In each reconstruction task, we encourage the network to
not only learn the pixel-level image reconstruction, but also
capture the structural and gradient information in the image.
Therefore, the loss of each reconstruction task contains three
parts and is defined as follows:

L = Lmse + λ1Lssim + λ2LTV (2)
where Lmse is the mean square error (MSE) loss function,
Lssim is the structural similarity (SSIM) loss function, and
LTV is the total variation loss function. λ1 and λ2 are two
hyperparameters that are empirically set to 20.

The MSE loss is used to ensure pixel-level reconstruction
and is defined as follows:

Lmse = ||Iout − Iin||2 (3)
where Iout is the output, a fused image reconstructed by

the network, and Iin represents the input, the original image.
The SSIM loss helps the model better learn structural in-

formation from images and is defined as:
Lssim = 1− SSIM(Iout, Iin) (4)

The total variation loss LTV introduced in VIFNet (Hou
et al. 2020) is used to better preserve gradients in the source
images and further eliminate noise. It is defined as follows:

R (p, q) = Iout (p, q)− Iin (p, q) (5)

LTV =
∑
p,q

(||R (p, q + 1)−R(p, q)||2

+||R (p+ 1, q)−R(p, q)||2) (6)

where R (p, q) denotes the difference between the origi-
nal image and the reconstructed image, || · ||2 denotes the l2
norm, and p, q represent the horizontal and vertical coordi-
nates of the image’s pixels, respectively.

3.3 Three Specific Self-Supervised Image
Reconstruction Tasks

In this section, we introduce three transformations that de-
stroy the original images and generate the input for the im-
age reconstruction encoder-decoder network. An example
that shows the image and the corresponding subregions be-
fore and after the transformations is presented in Supple-
mentary Material Section 1.

(1) Learning Scene Content and Luminance Infor-
mation using Gamma-based Transformation. In general,
overexposed images contain sufficient content and struc-
tural information in dark regions, while underexposed im-
ages contain sufficient color and structural information in
bright regions. In the fused image, it is desirable to main-
tain uniform brightness while retaining rich information in
all regions (Xu et al. 2020a; Ram Prabhakar, Sai Srikar,
and Venkatesh Babu 2017). We adopt Gamma transform
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to change the luminance in several subregions of the orig-
inal image and train the network to reconstruct that origi-
nal image. In this process, our network learns the content
and structural information from the images at different lu-
minance levels.

Gamma transform is defined as:

ψ̃ = Γ (ψ) = ψgamma (7)

where ψ̃ and ψ are the transformed and original pixel values,
respectively. For each pixel in the selected subregion xi, we
use a random Gamma transform Γ to change the luminance,
where gamma is a random value uniformly sampled from
the interval [0, 3].

(2) Learning Texture and Detail Information us-
ing Fourier-based Transformation. We introduce a self-
supervised task based on Fourier transform that enables the
network to learn texture and detail information from the fre-
quency domain.

In the discrete Fourier transform (DFT) of an image,
the amplitude spectrum determines the image’s intensities,
while the phase spectrum primarily determines the high-
level semantics of the image and contains information about
the image’s content and the location of the objects. (See Sup-
plementary Material Section 1.2 for further descriptions and
experiments).

Underexposed images are too dark due to insufficient ex-
posure time, and overexposed images are too bright due to
a long exposure time, both of which result in inappropriate
image intensity distribution. Therefore, it is critical to en-
courage the network to learn the proper intensity distribution
from the images.

Despite the poor intensity distribution in both underex-
posed and overexposed images, the shape and content of
the objects in the image are still well-contained in the phase
spectrum. Hence, it is beneficial to build a network that can
capture that shape and content information under such cir-
cumstances.

To this end, for the selected image subregions, we first
perform Fourier transform to obtain the amplitude and phase
spectrum. Then, we destroy the subregions in the frequency
domain. Specifically, Gaussian blurring (σ = 0.5) is used
to change the amplitude spectrum, and random swapping is
performed np times on all phase values in the phase spec-
trum, where np is a random number in the positive integer
set [1, 5].

(3) Learning Structure and Semantic Information us-
ing Global Region Shuffling We introduce the global re-
gion shuffling transform (Kang et al. 2017) to destroy the
original images, thus enabling the network to learn the struc-
ture and semantic information through image reconstruc-
tion. Specifically, for each image subregion xi in the set of
image subregions χ selected in the original image Iin, we
randomly select another image subregion x′i with the same
size of xi. After that, they are swapped and the process is
repeated 10 times to obtain the destroyed image.

3.4 Fusion Rule
Because our network already has a strong feature extraction
capability, we simply average the feature maps from the two

source images F1 and F2 to obtain the fused feature maps
F ′, which is then forwarded to the Decoder.

3.5 Managing RGB Input
We adopt a strategy commonly applied in previous deep
learning-based studies to fuse RGB multi-exposure images
(Zhang et al. 2020a). The color image’s RGB channels are
first converted to the YCbCr color space. Then, the Y (lumi-
nance) channel is fused using our network, and the informa-
tion in the Cb and Cr (chrominance) channels is fused using
the traditional weighted average method, defined as:

Cf =
C1 (|C1 − τ |) + C2(|C2 − τ |)

|C1 − τ |+ |C2 − τ |
(8)

where C1 and C2 represent the Cb (or Cr) channel val-
ues from the multi-exposure images. Cf denotes their fused
channel result, where τ is set to 128. Finally, the fused Y
channel, Cb and Cr channels are converted back to the RGB
space.

4 Experiments and Results
4.1 Datasets
We used the large natural dataset MS-COCO (Lin et al.
2014) to train the encoder-decoder network. MS-COCO con-
tains more than 70,000 natural images of various scenes. For
convenience, all images were resized to 256 × 256 and con-
verted into grayscale images. It is worth mentioning that al-
though many competitive MEF algorithms have been pro-
posed, they are not evaluated on a unified MEF benchmark.
We used the latest released multi-exposure image fusion
benchmark dataset (Zhang 2021) as the test dataset. This
benchmark dataset consists of 100 pairs of multi-exposure
images with a variety of scenes and multiple objects.

4.2 Implementation Details
Our network was trained on an NVIDIA GTX 3090 GPU
with a batch size of 64 and 70 epoch. We used an ADAM
optimizer and a cosine annealing learning rate adjustment
strategy with a learning rate of 1e-4 and a weight decay of
0.0005. For a 256 × 256 training image, we randomly gen-
erated 10 subregions of random size to form the set χ to
be transformed. In TransBlock, we divided the transformed
input image into patches with the size of 16 × 16 and con-
structed the sequence xseq .

4.3 Evaluation Metrics
We rigorously evaluated our method using both subjective
and objective evaluations (Zhang 2021). Subjective evalua-
tion is the observer’s subjective assessment of the quality of
the fused images in terms of sharpness, detail, and contrast,
among other factors. In the objective evaluation, to provide a
fair and comprehensive comparison with other fusion meth-
ods, we selected 12 objective evaluation metrics from four
perspectives. These include information theory-based met-
rics, QMI, QTE, QNICE, PSNR, FMI; image feature-based
metrics, QA/BF, QP, STD, QG; image structural similarity-
based metrics, SSIM, CC; and human perception inspired
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(a1) over-exposure (b1) under-exposure (c1) DWT (d1) DSIFT-EF (e1) MEFAW (f1) MEFOpt (g1) PWA 

(i1) MEFNet (j1) Deepfuse (k1) IFCNN (l1) PMGI (m1) U2Fusion(h1) SPD-MEF (n1) TransMEF

(a2) over-exposure (b2) under-exposure (c2) DWT (d2) DSIFT-EF (e2) MEFAW (f2) MEFOpt (g2) PWA 

(i2) MEFNet (j2) Deepfuse (k2) IFCNN (l2) PMGI (m2) U2Fusion(h2) SPD-MEF (n2) TransMEF

Figure 2: Two examples of source image pairs and fusion results from different methods. (a1)-(b1) and (a2)-(b2) are the source
image pairs, and (c1)-(n1) and (c2)-(n2) are the fusion results from various methods.

Method QMI QTE QNICE PSNR FMI CC QA/BF QP STD QG SSIM VIFF

Traditional

DWT 1.0305 0.5406 0.8304 53.6758 0.4982 0.9162 0.6448 0.7386 48.1925 0.5570 0.9252 0.5802 
DSIFT-EF 0.6010 0.5043 0.8178 53.2974 0.4042 0.6178 0.6991 0.7155 48.7593 0.5577 0.9385 0.7073 
MEFAW 0.6037 0.5062 0.8176 53.4695 0.4070 0.7327 0.7167 0.7264 50.4788 0.5781 0.9608 0.7641 
MEFOpt 0.6233 0.5048 0.8190 53.2470 0.4060 0.6092 0.6987 0.6656 49.1201 0.5722 0.9238 0.7209 

PWA 0.3657 0.4545 0.8123 52.7227 0.1538 0.5757 0.1235 0.0157 52.3884 0.1194 0.3595 0.2780 
(TIP'17)SPD-MEF 0.8055 0.5265 0.8236 53.6225 0.4117 0.8651 0.7093 0.7225 53.7534 0.5749 0.9593 0.7359 

DL-based

(ICCV'17) Deepfuse 0.9745 0.5446 0.8276 53.6374 0.4750 0.9167 0.5938 0.7311 50.1292 0.4816 0.9074 0.6128 
(TIP'20) MEFNet 0.6886 0.5082 0.8232 52.9449 0.4544 0.4401 0.6410 0.5498 53.0310 0.5538 0.7684 0.6669 

(IF'20) IFCNN 0.8918 0.5282 0.8249 53.6595 0.5274 0.9075 0.6948 0.7679 49.5114 0.5884 0.9464 0.6548 
(AAAI'20) PMGI 0.8621 0.5208 0.8240 53.4893 0.4065 0.8682 0.4184 0.5152 56.2019 0.3528 0.8687 0.6135 

(TPAMI'20) U2Fusion 0.8793 0.5391 0.8236 53.6380 0.4258 0.9103 0.6005 0.7295 45.5663 0.4958 0.9146 0.5960 
TransMEF 1.2847 0.5555 0.8447 53.6447 0.5488 0.9188 0.7142 0.8223 57.0667 0.6652 0.9478 0.7847 

Table 1: Objective evaluation results for the benchmark dataset with the maximum values depicted in bold.

TransBlock 3 SSL Tasks QMI QTE QNICE PSNR FMI CC QA/BF QP STD QG SSIM VIFF
1.0166 0.5392 0.8304 53.6511 0.3649 0.9149 0.6547 0.7453 54.0384 0.5439 0.9456 0.7030 

✓ 1.1133 0.5484 0.8349 53.6562 0.4071 0.9178 0.6795 0.7948 54.4647 0.5763 0.9446 0.7234 
✓ 1.1999 0.5507 0.8396 53.6464 0.5344 0.9185 0.6931 0.8154 56.7438 0.6419 0.9450 0.7728 

✓ ✓ 1.2212 0.5525 0.8408 53.6446 0.5407 0.9186 0.6984 0.8196 57.0225 0.6520 0.9456 0.7774 

Table 2: Results of the ablation study for TransBlock and three self-supervised reconstruction tasks using 20% of the training
data.
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TransBlock Gamma Fourier Shuffling QMI QTE QNICE PSNR FMI CC QA/BF QP STD QG SSIM VIFF
✓ 1.1133 0.5484 0.8349 53.6562 0.4071 0.9178 0.6795 0.7948 54.4647 0.5763 0.9446 0.7234 
✓ ✓ 1.1633 0.5523 0.8375 53.6441 0.4665 0.9183 0.6842 0.8120 55.0718 0.5980 0.9417 0.7371 
✓ ✓ 1.1533 0.5516 0.8369 53.6492 0.4612 0.9183 0.6807 0.8112 54.9505 0.6038 0.9409 0.7302 
✓ ✓ 1.1756 0.5521 0.8381 53.6484 0.4593 0.9182 0.6865 0.8127 54.7772 0.5999 0.9427 0.7355 
✓ ✓ ✓ ✓ 1.2212 0.5525 0.8408 53.6446 0.5407 0.9186 0.6984 0.8196 57.0225 0.6520 0.9456 0.7774 

Table 3: Results of the ablation study for each self-supervised reconstruction task using 20% of the training data.

metrics, VIF. Details about the metrics can be found in Sup-
plementary Material Section 3. All objective metrics are cal-
culated as the average for the 100 fused images, and a larger
value indicates better performance for all metrics.

We compared our method with 11 competitive traditional
methods (Li, Manjunath, and Mitra 1995; Liu and Wang
2015; Lee, Park, and Cho 2018; Ma and Wang 2015; Ma
et al. 2017b,a) and deep learning methods (Zhang et al.
2020b; Xu et al. 2020a; Ram Prabhakar, Sai Srikar, and
Venkatesh Babu 2017; Xu et al. 2020b; Zhang et al. 2020a;
Ma et al. 2019) in the MEF field. The comparison meth-
ods are as follows: The traditional methods include: DWT
(Li, Manjunath, and Mitra 1995), DSIFT-EF (Liu and Wang
2015), MEFAW (Lee, Park, and Cho 2018), PWA (Ma and
Wang 2015), SPD-MEF (Ma et al. 2017b), and MEFOpt (Ma
et al. 2017a) and the deep learning-based methods include
Deepfuse (Ram Prabhakar, Sai Srikar, and Venkatesh Babu
2017), MEFNet (Ma et al. 2019), U2Fusion (Xu et al.
2020a), PMGI (Zhang et al. 2020a), and IFCNN (Zhang
et al. 2020b).

4.4 Subjective Evaluation
Figure 2 shows the fusion results from our method and our
competitors in an indoor and outdoor scene. More fusion
results are shown in Supplementary Material Section 4.

When fusing the first pair of source images in Figure 2
(a1) and (b1), DSIFT-EF, MEFAW, MEFOpt, SPD-MEF and
MEFNet result in disappointing luminance maintenance,
and the fused images appear dark. PWA introduces arti-
facts, and the color is unrealistic. Although DWT, Deepfuse,
PMGI, IFCNN and U2Fusion maintain moderate luminance,
their fusion results suffer from low contrast and fail to depict
the image’s details. In comparison, our method maintains the
best luminance and contrast and simultaneously displays ex-
cellent details with better visual perception.

When fusing the second pair of source images in Figure
2 (a2) and (b2), most methods fail to maintain appropriate
luminance. MEFNet and PMGI maintain relatively better
luminance but introduce artifacts and blurring. Clearly, our
method maintains optimal luminance and contrast and si-
multaneously retains more detailed information.

4.5 Objective Evaluation
Table 1 presents the objective evaluation for all comparison
methods on the benchmark dataset. Our method achieves the
best performance for nine of the 12 metrics, while for the
other three metrics, the gap between our method’s results
and the best results is small.

5 Ablation Study
5.1 Ablation Study for TransBlock
To verify the effectiveness of TransBlock, we conducted an
ablation study using 20% of the training data, and the re-
sults of the ablation study are shown in Table 2. Regardless
of whether the proposed self-supervised reconstruction tasks
are used, adding TransBlock always improves the fusion per-
formance.

To further explain why TransBlock is effective, we visual-
ized the effect of image reconstruction using both the tradi-
tional CNN architecture and the model that includes Trans-
Block. It can be seen that the latter reconstructed better de-
tails. More information can be found in Supplementary Ma-
terial Section 2.

5.2 Ablation Study for Three Specific
Self-Supervised Image Reconstruction Tasks

In this ablation study, we demonstrate the effectiveness of
each of the self-supervised reconstruction tasks and the su-
periority of performing them simultaneously in a multi-task
manner. This study was performed using 20% of the train-
ing data, and the experimental results are shown in Table 3.
The results show that each of the self-supervised reconstruc-
tion tasks alone can improve the fusion performance, and the
overall best performance is achieved by conducting the three
tasks simultaneously through multi-task learning.

6 Conclusion
In this paper, we propose TransMEF, a transformer-based
multi-exposure image fusion framework via self-supervised
multi-task learning. TransMEF is based on an encoder-
decoder structure so that it can be trained on large natural
image datasets. The TransMEF encoder integrates a CNN
module and a transformer module so that the network can
focus on both local and global information. In addition, we
design three self-supervised reconstruction tasks according
to the characteristics of multi-exposure images and conduct
these tasks simultaneously using multi-task learning so that
the network can learn those characteristics during the pro-
cess of image reconstruction. Extensive experiments show
that our new method achieves state-of-the-art performance
when compared with existing competitive methods in both
subjective and objective evaluations. The proposed Trans-
Block and the self-supervised reconstruction tasks have the
potential to be applied in other image fusion tasks and other
areas of image processing.
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