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Abstract

How deep neural networks (DNNs) learn from noisy labels
has been studied extensively in image classification but much
less in image segmentation. So far, our understanding of the
learning behavior of DNNs trained by noisy segmentation la-
bels remains limited. In this study, we address this deficiency
in both binary segmentation of biological microscopy images
and multi-class segmentation of natural images. We generate
extremely noisy labels by randomly sampling a small frac-
tion (e.g., 10%) or flipping a large fraction (e.g., 90%) of
the ground truth labels. When trained with these noisy labels,
DNNs provide largely the same segmentation performance
as trained by the original ground truth. This indicates that
DNNs learn structures hidden in labels rather than pixel-
level labels per se in their supervised training for semantic
segmentation. We refer to these hidden structures in labels as
meta-structures. When DNNs are trained by labels with dif-
ferent perturbations to the meta-structure, we find consistent
degradation in their segmentation performance. In contrast,
incorporation of meta-structure information substantially im-
proves performance of an unsupervised segmentation model
developed for binary semantic segmentation. We define meta-
structures mathematically as spatial density distributions and
show both theoretically and experimentally how this formu-
lation explains key observed learning behavior of DNNs.

Introduction
Deep neural networks (DNNs) have shown excellent per-
formance in challenging image segmentation tasks (Long,
Shelhamer, and Darrell 2015; Yu and Koltun 2016; Jégou
et al. 2017; Chen et al. 2017a). But their supervised training
requires pixel labels for each training image. Manual anno-
tation of pixels not only is laborious but also easily intro-
duces label noise, especially in border regions. Compared
to image classification, label noise is more common in im-
age segmentation. So far, however, studies on the learning
behavior of DNNs trained by noisy labels have focused pri-
marily on classification. Is it necessary to accurately label
each pixel for accurate segmentation? How is segmentation
performance of DNNs influenced when trained by different
types of noisy labels? Answering these questions not only
will help us understand the role of labels in training of DNNs
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Abbreviation Meaning Description

CL Clean Label
Ground truth labels
annotated by human
experts

RCL Randomized
Clean Label

Randomly sampled
or flipped pixel labels
from ground truth

PCL Perturbed
Clean Label

Dilation/Erosion/
Skeleton of ground
truth

RL Random Label Randomly generated
pixel labels

Table 1: Different types of labels used in this study.

but also will provide insights into the learning behavior of
DNNs.

Different types of noisy labels have been used to eluci-
date the learning behaviors of DNNs in image classifica-
tion, including partially corrupted or randomly shuffled la-
bels (Zhang et al. 2017; Arpit et al. 2017). In image seg-
mentation, there are image-level and pixel-level label noises.
Image-level label noise refer to erroneous semantic annota-
tion of image objects. Pixel-level label noise refer to erro-
neous semantic annotation of image pixels. In this study, we
focus on pixel-level label noise.

We examine the performance of DNNs trained by four
different types of labels, as summarized in Table 1 and
shown in Figure 1 and Figure 4. To quantitatively analyze
the segmentation performance of DNNs trained by these
labels, we experiment on two representative segmentation
models, U-Net (Ronneberger, Fischer, and Brox 2015) and
DeepLabv3+ (Chen et al. 2018), with the same loss function
(binary cross-entropy loss) and optimizer (stochastic gradi-
ent descent, SGD). Performance of DNNs trained by the la-
bels ranks from the best to the worst as follows:

CL ≈ RCL > PCL > RL (1)

As shown in Figure 1, when U-Net is trained with 45% of
the labels randomly flipped (RCL) in binary segmentation,
its performance remains largely the same as trained by the
original ground truth (CL). Similar results on DeepLabv3+
are shown in Appendix A. These results indicate that DNNs
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Figure 1: Segmentation performance of DNNs trained by
different types of labels. (A) Four types of training labels for
an image of the endoplasmic reticulum from the ER dataset.
CL: ground truth from manual annotation. RCL: each pixel
label in CL is randomly flipped with a probability of 0.45.
PCL: Skeleton of CL. RL: each pixel is randomly annotated
as 1, i.e. foreground, with a probability of 0.5. (B) Testing
dice scores during training. (C) Training loss of each batch
optimization step.

learn structures hidden in the noisy labels rather than the
pixel labels per se in their training for segmentation. We re-
fer to these hidden structures as meta-structures.

Similar as observed in image classification in (Zhang et al.
2017), we also find that DNNs memorize random labels
in segmentation since the training loss under RCL and RL
quickly converges to a constant but not under CL and PCL
(Figure 1C). Meanwhile, similar as observed in image clas-
sification in (Arpit et al. 2017), we also find that before
memorizing RL, DNNs prioritize learning real patterns first
in segmentation because the dice score (Figure 1B, blue line)
first fluctuates greatly then quickly drops to a low level.
Since RL requires no annotation, this motivates us to de-
velop an unsupervised segmentation model for binary seg-
mentation. The model sets RL as the initial training label
and iteratively updates the training label to RCL by incorpo-
rating meta-structure information.
Main Contributions
The main research contributions of this study are as follows:

• We provide direct experimental evidence that DNNs
learn implicit structures hidden in noisy labels in se-
mantic segmentation. We name these implicit structures
as meta-structures and model them mathematically as
spatial density distributions. We show theoretically and
experimentally how this model may quantify semantic
meta-structure information in the noisy labels.

• We have identified some basic properties of meta-
structures. We find that DNNs trained with labels under
different perturbations to the meta-structures exhibit con-
sistently worse segmentation performance.

• By incorporating meta-structure information, we have
developed an unsupervised model for binary segmenta-

tion that outperforms the state-of-the-art unsupervised
models and achieves remarkably competitive perfor-
mance against supervised models.

Methods
Generation of Different Noisy Labels
We synthesize different types of noisy labels as follows:

(1) RCL: We synthesize randomized clean label (RCL)
by randomly sampling or flipping pixel labels in CL. For
random sampling, we randomly select pixel labels of each
class with a probability of Psample and exclude unsam-
pled pixels from training. For random flipping, we randomly
swapped a fraction of Pflip of true labels with randomly se-
lected labels from other classes. See Figure 2 and Figure 3
for examples of randomized binary labels and multi-class
labels, respectively.

(2) PCL: We perform image dilation or erosion with a
3× 3 template or extract one-pixel-wide skeleton of CL. We
refer to these types of noisy labels as perturbed clean labels
(PCL). Examples of PCL are shown in Figure 4A.

(3) RL: We synthesize random label (RL) by randomly
annotating pixel labels with a probability Pgenerate. RL can
be considered as a strong perturbation of CL since it con-
tains no information from CL. Examples of RL are shown in
Figure 4B.

Experiment Configuration
We examine the learning behavior of two DNNs (U-Net and
DeepLabv3+) in both binary-class and multi-class segmen-
tation. For binary-class segmentation, we select fluorescence
microscopy images of ER, MITO datasets (Luo, Guo, and
Yang 2020) and the NUC dataset (Caicedo et al. 2019).
For multi-class segmentation, we select natural images of
Cityscapes dataset (Cordts et al. 2016). Detailed information
on the datasets and experimental configurations are provided
in Appendix C.

Experimental Evidence for Existence of
Meta-Structures

We examine the learning behavior of DNNs trained by RCL
in both binary-class and multi-class segmentation.

Existence of Meta-Structures
Figure 2 shows the testing dice scores of U-Net (Solid lines)
and DeepLabv3+ (Dashed line) trained by binary RCL. Al-
though the rate of convergence generally decreases under
increase of label randomization, especially for DeepLabv3+,
the final dice scores decrease only slightly and the maximum
gap between final dice scores of CL and RCL is 7%. Similar
results are observed on other binary datasets. See Appendix
C.3 for details.

For multi-class labels, we train DeepLabv3 on the natu-
ral image dataset Cityscapes and compare with results of a
previous study as our baseline (Chen et al. 2017b). Due to
a lack of previous results for comparison, we did not ex-
periment with U-Net. Representative results are shown in
Figure 3. Table 2 summarizes segmentation results of RCLs
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Figure 2: Segmentation performance of DNNs trained by
RCL generated by (A) random sampling and (B) random
flipping on ER dataset. Solid lines: U-Net. Dashed lines:
DeepLabv3+.

Figure 3: Segmentation performance of Deeplabv3 trained
by noisy labels. Upper row: Examples of noisy-labels syn-
thesized by random sampling(Psample = 0.1) and random
flipping(Pflip = 0.9). Lower row: Examples of segmented
images in test set.

under different randomization probabilities. No degradation
in segmentation performance measured in mean intersection
over union (mIoU) is observed.

Taking the results together, we reason that semantic infor-
mation contained in CL is completely or largely preserved
in RCL.

Meta-Structures vs. Pixel-level Labels
So far, we have demonstrated that DNNs can learn seg-
mentation from extremely noisy labels. However, it is un-
clear whether meta-structures or pixel-level labels contribute
more to segmentation performance. In binary-class segmen-
tation of fluorescence microscopy images, when Pflip ≤
0.49, the fraction of correctly annotated pixels (≥51%) still
exceeds the fraction of incorrectly annotated pixels (≤49%).
This raises the possibility that DNNs learn from major cor-
rect pixel-level labels rather than meta-structures.

To test this possibility, we generate entirely random la-
bels, referred to as RL on ER dataset. Each pixel is randomly
assigned to foreground with a certain generation probabil-

Noise Type Noise Ratio mIoU(%)

None 0 64.8
(Chen, 2017)

RS
0.5 64.8
0.3 64.5
0.1 64.6

RF
0.5 64.7
0.7 64.6
0.9 64.7

Table 2: Segmentation performance of DeepLabv3 trained
by randomly sampled (RS) and randomly flipped (RF) labels
on Cityscapes.

ity. Sample image is shown in Figure 4B. Here, we set the
generation probability as 0.1 and compare with the noisy
label synthesized by random flipping with a probability
Pflip = 0.49. While the randomly flipped labels still con-
tain the meta-structures, the randomly generated labels do
not. When we count the number of correctly annotated pix-
els using CL as the reference, we find that the pixel-level
error rate of the randomly generated labels is around 31%,
which is much lower than the error rate of randomly flipped
labels (49%). If DNNs mainly learn from the pixel-level la-
bels, the segmentation performance trained by RL would be
better than the randomly flipped labels.

However, segmentation performance of U-Net trained by
RL is actually worse than randomly flipped labels (Figure
5A). Similar results using DeepLabv3+ are shown in Ap-
pendix C.4A. Together, these results further support that
DNNs learn from meta-structures in labels rather than pixel-
level labels per se in their supervised training for semantic
segmentation.

Summary
Although RCL is uncommon in real-world applications, it
allowed us to discover this counterintuitive learning behav-
ior that DNNs learn meta-structure rather than pixel-level
labels per se in segmentation. Furthermore, we find that:

DNNs trained by randomized labels that contain similar
meta-structure information as the ground truth labels

provide similar performance in semantic segmentation.

Mathematical formulation and proof of this finding is pre-
sented later as Theorem 2 in the section Theoretical Analysis
of Meta-Structures.

Further Characterization of Meta-Structures
In this section, we further characterize the properties of
meta-structures by analyzing PCL and RL.

Performance of DNNs Trained by PCL
Inaccurate boundaries are a common source of label noise in
image segmentation. We simulate inaccurate boundaries us-
ing dilation, erosion and skeleton of CL, which we refer to
as PCL (Table 1). We examine the influence of PCL on seg-
mentation performance and the results for U-Net are shown
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in Figure 5B. Results for DeepLabv3+ and more smooth per-
turbation on boundaries using different combinations of di-
lation and erosion are shown in Appendix C.4B-C.

Dilation and erosion of CL lead to degradation in segmen-
tation accuracy (Figure 5B) because of their perturbation of
meta-structures. Further degradation in segmentation perfor-
mance under training by one-pixel-wide skeleton is because
of the loss of width information. We conclude that:

Training of DNNs by labels with progressively stronger
perturbation to the meta-structure exhibit progressively

worse training performance

Mathematical formulation and proof of this argument is
presented later as Theorem 1 in the section Theoretical Anal-
ysis of Meta-Structures.

Learning Behavior of DNNs Trained by RL
Zhang et al. (2017) and Arpit et al. (2017) have shown that
DNNs learn simple patterns before fitting RL by memoriza-
tion. This conclusion, however, is drawn in image classifica-
tion. In our study, we investigate whether DNNs exhibit sim-
ilar behavior in image segmentation. We generate RL under
different generation probabilities (Figure 4B) from 0 to 0.5.
We experiment on the ER dataset and show the results of
U-Net in Figure 5C.

From the testing results on ER dataset (Figure 5C, left
panel), we find that the learning process consists of two
stages. In the first stage, the dice scores fluctuate substan-
tially and reach several high values, indicating that the U-
Net keeps learning and is not yet strongly influenced by RL.
In the second stage, the dice scores drop quickly then con-
verge to a low value, indicating that the U-Net start mem-
orizing as the generalization ability becomes worse. Mean-
while, we find that under a higher generation probability,
the training loss converges more quickly (Figure 5C, right
panel), indicating DNNs have a higher tendency to memo-
rize. Similar results are observed on the MITO dataset. See
Appendix C.4D for further details. Overall, the learning be-
havior of DNNs trained by RL in segmentation is consistent
with the learning behavior of DNNs trained by RL in classi-
fication.

Summary
Compared to CL and RCL, the PCL and RL contain differ-
ent perturbations to meta-structures. We observe consistent
degradation in segmentation performance.

Unsupervised Binary-class Segmentation
Based on Meta-Structures

Here we propose an unsupervised method for binary-class
segmentation of biological microscopy images, which we
name as iterative ground truth training (iGTT). Our goal is to
provide an example of utilizing meta-structures in practice.

Notation
Given data pair (X,Y ) ∈ RH×W , where X denotes the
input image, Y denotes the binary-class labels with fore-
ground and background labeled as 1 and 0, respectively. H

and W denote image height and width, respectively. For our
unsupervised method, we use the U-Net as the base model.
The output of the final layer is denoted as P .

Unsupervised Iteration Strategy
We use fully black images to initialize the labels Y ∗ then
iteratively update it in following epochs. Specifically, for the
nth epoch, the final layer of the image prediction score is
Pn = F(θn, X), where F denotes the model and θ are its
parameters. We use sigmoid function in the final layer and
only output the probability that belongs to the foreground for
each pixel. We update the θ based on current epoch labels
Y ∗. Then we refresh Y ∗ according to the Pn by generating
a threshold set T with K thresholds as follows:

T = {t | t = pmin + k ×∆} (2)

∆ =
pmax − pmin

K − 1
(3)

where k = {0, 1, . . . ,K − 1}. pmin and pmax denotes the
minimum and maximum pixel value in Pn, respectively.
∆ denotes the interval between neighboring thresholds in
threshold set T .

Based on thresholds t in T , we generate K coarse seg-
mentation images Sn

k (k = 0, 1, . . . ,K− 1) by thresholding
Pn, where pixel p is set to 1 if p > t. Next, we directly cal-
culate the correlation between Pn and Sn

k , then we find the
most correlated segmentation image S̃n from Sn

k∈{0,...,K−1}

and consider S̃n as the optimal candidate labels for the next
epoch of training.

Because we found most pixels p1i of the output P 1 are
close to 0 after first epoch training, if we used distance-based
metrics for correlation calculation, the selected candidate la-
bels S̃n will tend to be black images since the distance of
pair (p1i , 0) is smaller than (p1i , 1). To address this issue, we
follow (Xu et al. 2019) and select an information-theoretic
noise-robust loss LDMI to measure the correlation between
Pn and Sn

k labels as follows:

Cor(Pn, Sn
k ) = LDMI(P

n, Sn
k ) = − log(

∣∣∣det(Q(Pn∥Sn
k ))

∣∣∣)
(4)

where Q(Pn∥Sn
k ) is the matrix form of the joint distribution

over Pn and Sn
k . To calculate the Q(Pn∥Sn

k ), we first resize
the Pn ∈ RH×W to Pf ∈ R1×HW , then concatenate Pf and
1−Pf to P ∈ R2×HW . Meanwhile, we resize Sn

k ∈ RH×W

to Sf ∈ R1×HW , then concatenate Sf and 1 − Sf to S ∈
R2×HW . The Q(Pn∥Sn

k ) is defined by matrix multiplication
as follows:

Q(Pn∥Sn
k ) = PST (5)

By calculating Cor(Pn, Sn
k ), we find the optimal candidate

labels S̃n that has the highest mutual information with the
prediction Pn. Then we send S̃n into an EMS module (i.e.,
extraction-of-meta-structure module, see next section) to ex-
tract the meta-structures Smeta. Finally, we update the label
Y ∗ by Smeta. The whole iteration strategy is summarized
in Algorithm 1. The architecture of iGTT is shown in Ap-
pendix D.2.
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Figure 4: Different perturbations to ground truth (CL). (A): Examples of perturbed clean labels. (B): RL synthesized under
different generation probabilities.

Figure 5: Performance of DNNs trained under different perturbations to ground truth (CL). (A): Testing dice score trained by
CL, RCL (Pflip = 0.49) and RL (Pgenerate = 0.1). (B): Testing dice score trained by CL and PCL. (C): Testing dice scores
(left) and training loss (right) trained by RL.

Algorithm 1: Unsupervised Iteration Strategy
Inputs: Xtrain ∈ R
Parameter: threshold t, modelF

1: n = 1
2: Y ∗ = 0
3: if n < Maxiters then
4: Pn = F(Xtrain)
5: UPDATE F with Y ∗

6: for k ∈ {0, 1, ...,K − 1} do

7: Sn
k ←

{
p = 1 if p− tk > 0, p ∈ Pn

p = 0 if p− tk < 0, p ∈ Pn

8: end for
9: S̃n = argmink∈{0,...,K−1}Cor(Pn, Sn

k )

10: Y ∗ = Smeta = EMS(S̃n)
11: n = n+ 1
12: end if

Extraction-of-Meta-Structure Module
Because of insufficient training, the segmented images S̃n

by thresholding are coarse in early training steps. Thus we
do not directly use S̃n as the next epoch training labels.
However, the basic topology of objects are largely retained
in S̃n. We have demonstrated that DNNs trained by la-
bels with correct topology structures (meta-structures) can
achieve similar performance as ground-truth labels. Based
on this, we design an extraction-of-meta-structure (EMS)
module to further improve the quality of the pseudo labels.

We first extract the skeleton of the S̃n, then we randomly
shift every pixel in skeleton within a radius r to disrupt the
perturbation made by PCL. Since the randomly shift may
move some pixel labels outside the target meta-structures,
we follow a random sampling operation to filter out these
pixel labels. The final pseudo label Smeta generated by EMS
module refines the meta-structures of the S̃n. Then we di-
rectly update Y ∗ as the Smeta and use Y ∗ for the next epoch
training.

To optimize the model, we combine LDMI and LIOU

(Huang et al. 2019) to minimize the loss function L for cur-
rent epoch:

L = − log(
∣∣det(PST)∣∣)︸ ︷︷ ︸
LDMI

+

(1−
∑HW

i=1 piy
∗
i∑HW

i=1 (pi + y∗i − piy∗i ) + ϵ
)︸ ︷︷ ︸

LIOU

(6)

where pi and y∗i denote the ith pixel in image P and Y ∗,
respectively. ϵ is a smoothing coefficient to prevent the de-
nominator from becoming zero.

Segmentation Experiments
As iGTT is customized for binary-class segmentation, we
evaluate its performance on the ER, MITO (Luo, Guo, and
Yang 2020) and NUC (Caicedo et al. 2019) datasets. Refer
to Appendix D.1 for further configuration details.
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Dataset Model DICE(%) AUC(%) ACC(%)

ER

U-Net 85.99 97.09 91.09
HRNet 86.07 97.17 91.18

DeepLabv3+ 81.66 94.80 87.67
AGT 76.23 82.63 85.19
Otsu 69.47 76.76 84.76
DFC 78.13 85.29 84.45
AC 73.11 87.86 81.41

iGTT(w EMS) 78.841.17 91.611.04 85.411.06
iGTT(w/o EMS) 73.960.97 84.532.52 81.161.03

Table 3: Segmentation performance of various models.
Numbers in subscripts represent standard deviation.

To compare with supervised methods, we select two
commonly used DNNs (U-Net, DeepLabv3+) and a state-
of-the-art model HRNet (Wang et al. 2020). To com-
pare with unsupervised methods, we select adaptive gaus-
sian thresholding (AGT), Otsu, and two state-of-the-arts
methods which including Autoregressive Clustering (AC)
(Ouali, Hudelot, and Tami 2020) and Differentiable Fea-
ture Clustering (DFC) (Kim, Kanezaki, and Tanaka 2020).
We use DICE(dice scores), AUC(area under curve) and
ACC(accuracy) as the performance metrics. To reduce the
effects brought by randomization, we trained our model 10
times and calculate the mean and standard deviation.

Segmentation results on ER are summarized in Table 3.
See Appendix D.3 for results on MITO and NUC datasets.
For supervised models, HRNet achieves the best perfor-
mance. The DeepLabv3+ performs worse than U-Net and
HRNet. For unsupervised methods, iGTT achieves the best
performance. Meanwhile, we find that iGTT achieves com-
petitive performance when comparing with the other three
supervise models. Moreover, we find that using EMS mod-
ule improves the final segmentation performance, indicating
that EMS indeed refines the candidate labels. Overall, our
model effectively narrows the gap between supervised learn-
ing and unsupervised learning by effectively utilizing the
implicit meta-structures in noisy-labels. Examples of testing
segmented images on all datasets are shown in Appendix
D.4 and D.5.

Theoretical Analysis of Meta-Structures
We model meta-structures of labels based on the theorem of
spatial point analysis (Baddeley, Rubak, and Turner 2015;
Diggle 2013; Illian et al. 2008). Specifically, we use P (y∗ =
j|y = i) to denote the probability of flipping ground-truth
pixel label y in class i ∈ {1, . . . ,M} to the noisy pixel label
y∗ in class j ∈ {1, . . . ,M}, where M denotes the number of
semantic classes. For RCL and RL, we can build noise tran-
sition matrix Qy∗|y based on P (y∗ = j|y = i). Examples of
Qy∗|y are shown Figure 6.

For binary-class semantic labels, we treat the foreground
pixels (y∗ = 1) as the spatial data point. For multiple-class
semantic labels, we disassemble multi-class labels as mul-
tiple binary-class labels and separately analysis the spatial
density distributions of each class. Specifically, We treat the
pixel xm whose label y∗ = m ∈ {1, . . . ,M} as the spatial

data point and view other pixels (y∗ ̸= m) as background by
annotating as 0. We use N to denote the number of spatial
data points, h to denote the bandwith (radius) of the search
area S, and K to denote the kernel function.

Definition. We define the Meta-structures of a label (MS)
as a set of sematic classes MS = {O1, ..., Om}, where each
class Oi = {xm|xm ∼ fi(x

m)} is composed of pixels xm

that are drawn from the same underlying spatial density dis-
tribution fi(x

m).
Lemma 1. When pixels xm are treated as data points, the

density distribution fi(x
m) in random noisy labels can be

calculated as follows:

fi(x
m) = { 1

2Nh
∗

M∑
j=1

P (y∗ = m|y = j) ∗ Sj} ± δ (7)

where δ denotes sampling errors, which are a constant, Sj =
S ∩Oj is the area that corresponds to jth semantic class Oj

within the search area S.
Proof: Based on the theorem of spatial point analysis, we

use kernel function K to estimate the density distribution
fi(x

m) by counting xm within a search area as follows:

fi(x
m) =

1

2Nh

N∑
k=1

K(x− h ≤ xm
k ≤ x+ h) (8)

Note that for RCL, the number of counted data points within
the search area can be formulated as follows:
N∑

k=1

K(x−h ≤ xm
k ≤ x+h) =

M∑
j=1

P (y∗ = m|y = j)∗Sj±δ

(9)
Because N , h, δ and Sj are all constant, fi(xm) is only de-
pendent on flipping probability P (y∗ = m|y = j). QED
(See further details in Appendix B.1)

Lemma 2. The number of semantic classes D in random
labels equals the rank R of noise transition matrix Qy∗|y:
D = R.

Proof: If R < M , there exits (M − R + 1) linearly cor-
relative columns and P (y∗ = j|y = 1) = ... = P (y∗ =
j|y = M − R). Based on Lemma 1, fi(xm) is almost the
same constant C within the area A = {y = 1} ∪ ... ∪ {y =
M − R}, indicating that (M − R + 1) density distribu-
tions of the area A are fused into one. Based on the defi-
nition that semantic class is composed of pixels that have
similar density distributions, the number of semantic classes
D = M − (M −R) = R.

If R = M , for each column of Qy∗|y there at least exists
P (y∗ = m|y = p) ̸= P (y∗ = m|y = q) and the fi(x

m)
are different within the area A = {y = p} ∪ {y = q}. Thus
distribution differences on all classes exist and the number
of semantic classes D = M = R. In summary, D = R.
QED

Theorem 1. For PCL, more bias on boundary pixels of
ground-truth more perturbation on meta-structures.

Proof: According to the definition of meta-structure, the
semantic boundaries between Y ∗ and Y are different since
more bias on boundary pixels in PCL will lead to less in-
teraction of semantic class Oi between PCL and CL, and
therefore more perturbation on meta-structures. QED
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Figure 6: Estimation of density distribution of noisy labels
with different ranks (from left to right: ground truth, RCL,
RL). NTM: noise transition matrix. KDE: kernel density es-
timation.

Theorem 2. If RCL Y ∗ is synthesized by Qy∗|y and the
rank of Qy∗|y is full, the noisy labels Y ∗ have the similar
semantic information as ground-truth Y .

Proof: Based on Lemma 2, if R(Qy∗|y) = M , the meta-
structure of Y ∗ contains the complete semantic classes as Y :
MS(Y ∗) = MS(Y ) = {O1, . . . , Om}. Furthermore, the
location of difference between density distributions is un-
changed, indicating semantic areas of different classes are
also unchanged. Thus, all classes in Y ∗ keep distinguisha-
bility like Y and both of them contain similar semantic in-
formation. QED

We also demonstrate Theorem 2 by experiments. We gen-
erate a simplified binary image of (256×256) that has a circle
within a rectangle as shown in Figure 6 (first column). For
the noisy labels (RCL) whose rank equals 2 (second col-
umn), its density distribution estimated by kernel function
exhibits similar patterns as the ground-truth, indicating they
have similar meta-structures. However, for the noisy labels
(RL) whose rank equals 1 (third column), its density distri-
bution is randomized, indicating that two semantic classes
are fused together. More experiment results are shown in
Appendix B.2.

Summary. Here we provide a direct mathematical def-
inition of meta-structures. This definition theoretically and
experimentally explains the key observed results in our seg-
mentation experiments.

Related Work
Training with noisy labels. To explore the generalization
properties of DNNs trained with noisy labels, Zhang et al.
(2017) and Arpit et al. (2017) performed a series of ex-
periments and demonstrated that DNNs can easily memo-
rize random labels but with poor generalization. This phe-
nomenon contradicts traditional statistical learning theory
(Vapnik 1999; Bartlett et al. 2005) and has attracted a large

number of studies on how to mitigate the negative influence
of noisy labels in deep learning.

In image classification, many studies have tried to pro-
pose noise-robust loss functions (Manwani and Sastry
2013; Masnadi-Shirazi and Vasconcelos 2008; Brooks 2011;
Van Rooyen, Menon, and Williamson 2015; Ghosh, Kumar,
and Sastry 2017; Zhang and Sabuncu 2018; Xu et al. 2019).
Several works focus on designing custom architectures for
deep neural networks (Jiang et al. 2018; Han et al. 2018).
Transfer learning has also been applied (Lee et al. 2018).
Some other studies proposed multi-tasks frameworks to es-
timates true labels (Veit et al. 2017; Tanaka et al. 2018; Yi
and Wu 2019; Li, Socher, and Hoi 2020). Although most of
these methods performed well in image classification tasks,
their performance in image segmentation remains unknown.

In semantic segmentation, Min et al. (2019) proposed to
weaken the influence of back-propagated gradients caused
by incorrect labels based on mutual attention. Shu, Wu, and
Li (2019) proposed to leverage local visual cues to auto-
matically correct label errors. Several studies also proposed
semi-supervised or unsupervised methods (Lu et al. 2016; Li
et al. 2019; Navlakha, Ahammad, and Myers 2013; Zheng
and Yang 2020).

All these studies focus on improving the generalization
ability of DNNs trained with noisy labels. However, an in-
depth understanding of the fundamental roles of labels in
training remains lacking. We address this deficiency by fo-
cusing on the noisy labels and examine their influence on
image segmentation directly and systemically.

Unsupervised segmentation. Some works try to segment
images by learning pixel representation in a self-supervised
setting (Hwang et al. 2019; Zhang and Maire 2020). How-
ever, they still relied on initialization from other annotated
datasets. A limited number of studies address image seg-
mentation in a fully unsupervised way. Methods have been
proposed to maximize the mutual information between aug-
mented views (Ouali, Hudelot, and Tami 2020; Ji, Hen-
riques, and Vedaldi 2019). A DNN architecture consisting
of convolutional filters for feature extraction and differen-
tiable processes for feature clustering has also been pro-
posed (Kim, Kanezaki, and Tanaka 2020). Overall, perfor-
mance of unsupervised segmentation methods remains to be
further improved.

Conclusion
In this study, we examine the learning behavior of DNNs
trained by different types of pixel-level noisy labels in se-
mantic segmentation and provide direct experimental evi-
dence and theoretical proof that DNNs learn meta-structures
from noisy labels. The unsupervised segmentation model
we have developed provides an example on how to utilize
the meta-structures in practice. However, our study also has
its limitations. In particular, our model of meta-structures
remains to be further developed, and utilization of meta-
structures remains to be expanded to other applications such
as multi-class segmentation. Despite these limitations, the
learning behavior of DNNs revealed in this study provides
new insight into what and how DNNs learn from noisy la-
bels to segment images.
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