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Abstract

Generating new images with desired properties (e.g. new view/poses) from source images has been enthusiastically pursued recently, due to its wide range of potential applications. One way to ensure high-quality generation is to use multiple sources with complementary information such as different views of the same object. However, as source images are often misaligned due to the large disparities among the camera settings, strong assumptions have been made in the past with respect to the camera(s) or/and the object in interest, limiting the application of such techniques. Therefore, we propose a new general approach which models multiple types of variations among sources, such as view angles, poses, facial expressions, in a unified framework, so that it can be employed on datasets of vastly different nature. We verify our approach on a variety of data including human bodies, faces, city scenes and 3D objects. Both the qualitative and quantitative results demonstrate the better performance of our method than the state of the art.

Introduction

Controlled image generation from source images is capable of generating scenes in unseen views and objects with pre-defined poses. It has a wide range of applications, e.g. people with new poses (Ma et al. 2017), faces with new expressions (Zakharov et al. 2019) and scenes from different angles (Sun et al. 2018), and hence has attracted attention. The key challenge in such research is to recover the hidden information from sparse view points. One popular setting is to employ a single source image to generate new images with new poses/views. Despite recent successes (Ma et al. 2017; Siarohin et al. 2018; Zhang et al. 2021), ambiguity caused by the limited information available in a single image still makes it difficult to synthesize a high-quality image with large pose differences (e.g. generating the back view of a person when given only the front view). Consequently, high-quality generation is still an open challenge.

In theory, employing multiple source images with complementary information should mitigate the problem. However, in practice, this setting unfortunately brings additional challenges: the source images especially in-the-wild ones are not taken by calibrated cameras, leading to severe misalignment. Given the huge size of the camera space (possible camera poses), it is not straightforward to design a general solution. Consequently, strong assumptions have to be made. If the object is assumed to be rigid, multi-view images can help synthesize novel views (Sun et al. 2018; Zhou et al. 2016). If deformable objects are involved, certain types of alignment or transformations need to be assumed, such as feature averaging can help synthesize new facial expressions (Zakharov et al. 2019), but at the cost of losing the details of the source images; affine transformation can help synthesize new human poses (Lathuilière et al. 2020), but incapable of handling large pose deformation especially for non-rigid deformation such as clothes.

In this paper, we seek a general framework for controlled multi-source image generation. The framework takes as input multiple (misaligned) source images and source poses as well as a target pose, and predicts a new image under the target pose while keeping the source appearance. One key challenge is to impose parsimonious assumptions on the source images, so that they can differ in the camera pose, the camera-object distance, occlusions/lighting, etc. We aim to simultaneously deal with view/pose/expression variances and meanwhile synthesize high quality images with realistic details. One intuitive solution is to warp the features of each source image then fuse them for the target pose. However, two issues appear in such an approach. First, each source image is only a partial observation of the object, and all source images are misaligned. As a result, fusing such features inevitably leads to blurring in the target image. Second, the partial observability essentially dictates that different regions in a source image provides information with different levels of confidence (i.e. occluded areas having low confidence). Further, source images have different importance, so do their high/low confidence areas by association. This hierarchical structure of importance among source images cannot be captured via simple treatments, e.g. an occlusion map on a source image (Ren et al. 2020), or attention maps merely distinguishing the relative importance of different views (Sun et al. 2018).

To tackle the above challenges, we propose a novel fusion mechanism. Our framework adopts the state-of-the-art flow-based strategy, which first learns to warp each source feature to match the target pose at different levels, and then fuses...
these features in a decoder to synthesize the image. To tackle
the challenge of hierarchical feature confidence, we propose
to simultaneously predict the attention map and occlusion
map for each source in the source feature extractor. The at-
tention maps indicate the important source regions, and the
occlusion maps dictate which part is invisible and should be
inpainted. This way, the warped source features can be fused
while being aware of the confidences of different source
parts and invisible regions. To address the feature misalign-
ment issue, we propose a novel residual-fusing (RF) block
to correct the warping. A RF block consists of two mod-
ules: residual module and fusing module. The residual mod-
ule corrects the warping of the source features and learns a
residual flow for each warped source feature to match the
fused feature from previous level. The fuse module takes the
output of the residual module, and corrects the warped fea-
ture via an occlusion map. Then the corrected features are
further fused by attention maps and sent to the next block.
Overall, the RF blocks are repeated many times at multi-
ple feature layers, so that different source features can be
warped into a consistent space and be decoded to generate
images with less artifacts and blurring.

Formally, our contributions include:

• a new general framework for controlled multi-source im-
age generation, which can effectively capture view/pose/
expression variances and synthesize high quality images
with realistic details.

• a new Residual-Fusing block to systematically reconcile
the conflicts caused by the misalignment of multiple (cal-
ibrated) sources.

• comprehensive experiments and comparisons on multi-
ple distinctive datasets across different tasks to demon-
strate the superiority of multi-source image generation
under our general framework.

Related Work

Single Source Image Generation. Single source image
generation aims to synthesize new images given a source
image and a target pose. It involves many tasks including
human pose transfer, novel view synthesis, facial image gen-
eration, etc. Ma et al. (2017) first introduced pose-guided hu-
man image generation and proposed a two-stage adversarial
framework, which first synthesizes a coarse person image
and then refines the result. Balakrishnan et al. (2018) pre-
sented a modular GAN network which decouples different
body parts into layers and moves them by affine transfor-
mation. Siarohin et al. (2018) applied affine transformations
in feature space by deformable skip connections. Zhu et
al. (2019) proposed a novel block which simultaneously up-
dates the pose code and appearance code in a coarse to fine
manner. Although these works can synthesize correct global
structures, they fail to preserve the local texture details pro-
vided in source images. In contrast, flow-based methods can
better transfer the details such as clothing and texture. Han
et al. (2019) proposed a three-stage network which first gen-
erates a semantic parsing map and then learns a flow of each
semantic region. However, an extra refinement network is
required as they predict the flow at the pixel level. Ren et
al. (2020) presented a global flow and local attention archi-
tecture to generate vivid textures, but they struggled to syn-
thesize unseen regions from a single source image.

Multi-source Image Generation. Our work is closely re-
lated to multi-source image generation methods. Zhou et
al. (2016) utilized multiple views of an object to generate
novel view given a target camera pose. They predict a pixel
flow map together with a confidence map for each single
view and merge them together by confidence maps. Sun
et al. (2018) improved (Zhou et al. 2016) by adding a convo-
lutional LSTM generator (Xingjian et al. 2015) to halluci-
nate the missing pixels from source view. Inspired by them,
we also employ confidence maps and target generator in our
work, but there are two main differences between our work

Figure 1: Image generation on body poses (left) and facial expressions (right). Our model takes an arbitrary number of mis-
aligned source images (I_1-I_4) and a target pose (P_t) to generate new images (Ours). I_t is the target ground truth.
and (Sun et al. 2018). First, Sun et al. (2018) conducted experiment mainly on rigid objects such as cars and chairs, while we can handle more general tasks, including highly non-rigid human image generation and facial image transfer. Second, they aggregated source images at pixel level directly, while we found it inappropriate in more general cases due to the complex texture and large motion, thus we propose to warp multi-level features instead of warping pixels. Lathuiliere et al (2020) introduced an attention-based decoder for multi-source human pose transfer. Some other works (Chan et al. 2019; Wang et al. 2018; Liu et al. 2019) had to train a model for each target, which limits their applications. Wang et al. (2019) improved (Wang et al. 2018) by generating network weights dynamically from reference images, however, continuous videos are required to calculate optical flow. In contrast, our approach is more general and can deal with flexible number of inputs with arbitrary poses.

**Method**

**Overview**

We propose a general generative adversarial network for multi-source pose guided image generation. Here the ‘pose’ can be any structural information of an image, e.g. human joints, view angles, facial landmarks, etc. Let $K$ be the number of sources. Our generator $G$ takes $(I^k_s, P^k_s)_{k=1,...,K}$ and $P_t$ as input, where $I^k_s$ denotes the $i$-th input image, $P^k_s$ denotes the corresponding pose representation, and $P_t$ denotes the target pose. Our goal is to synthesize a new image $\hat{I}_t$ matching the target pose and meanwhile keep the source appearance. $G$ can be written as:

$$\hat{I}_t = G((I^k_s), (P^k_s), P_t).$$

Now we give a general overview of our architecture. Our model consists of two parts: source feature extractor and target image predictor. As shown in Fig. 2, in the source feature extractor, for each source, we estimate initial flow maps for warping the source features at different levels, and simultaneously predict the corresponding attention maps and occlusion maps. With the initial flow maps, the warped source features can be roughly aligned with the target pose at different levels. The necessity of multi-level modeling is primarily because misaligned features exist globally e.g. human poses, as well as locally e.g. textures on clothing. During the fusion, the attention maps play a role to select the important source regions among different sources, and the occlusion maps indicate which part is invisible and should be inpainted. As these source features are warped to match the target pose which only provides sparse structural information, directly fusing them will inevitably cause feature misalignment, leading to artifacts such as blurring and ghosting. Therefore, in the target image predictor, the residual-fusing (RF) module is brought up to further correct the warped features and fuse them. It contains two sub-modules: residual module and fusing module. At each feature level, the residual module takes the initially warped feature from each source branch, and learns a residual flow to further warp the feature to match the target feature from the previous level. The corrected source features are further sent to the fusing
module, which performs a weighted aggregation of different sources using the occlusion maps and attention maps, outputs the fused target feature to the next level.

**Source Feature Extractor**

The source feature extractor $F$ takes $I^k, P_s^k, P_t$ as input; generates the initial flow field $w^k$, attention map $a^k$ and occlusion map $m^k$ (as shown on the top right of Fig. 2): 

$$w^k, a^k, m^k = F(I^k, P_s^k, P_t),$$

where $w^k$ stores the coordinate displacements between source and the target features, and $a^k$ and $m^k$ has continuous values between 0 and 1. $m^k$ measures how target feature is visible in a source at a certain position and $a^k$ indicates which source is more relevant to the target at a certain position. We design $F$ as a fully convolutional network with a pyramid architecture, which outputs $w^k, a^k$ and $m^k$ at $N$ different resolutions, i.e. $w^k, a^k, m^k = \{w^{k,i}, a^{k,i}, m^{k,i}\}, i = 1...N$. $w^{k,i}, a^{k,i}$ and $m^{k,i}$ share the same backbone of $F$ except their output layers. Source image feature $f^k$ is extracted by another convolutional network (shown on the top left of Fig. 2). Please refer to the supplementary material for details. The attention map and occlusion map will be jointly applied in the subsequent Fusing Module to ensure a globally consistent feature fusion.

**Target Image Predictor**

After feature extraction, the image prediction is handled in the target image predictor. The major difficulty here is to fuse the source features into one consistent target feature and meanwhile reduce the feature misalignment from the initial warping. As shown on the bottom of Fig. 2, the target image generator starts from the target pose $P_t$ and then goes through several down-sampling layers to get the initial target feature $f_{t}^1$. Then, at each feature level $i$ in the predictor, a Residual-Fusing (RF) block is deployed to correct the warping field of each source feature based on the target feature from the previous level, and then fuse different sources together to output the target feature to the next level $i + 1$.

The RF block repeats at different feature levels and has $K$ different branches. It can be further divided into two sub-modules, named residual module and fusing module (as shown in Fig. 3). Now we take feature level $i$ as example and give a detailed description of each sub-module.

**Residual Module.** The source feature extractor provides a coarse flow field to warp the source to match the target pose, which only provides sparse structural information. Directly fusing the coarsely warped features inevitable causes misalignment and artifacts. The residual module gives the network the ability to further correct the initial flow, by learning a residual flow from the initially warped source feature and the fused feature from previous level.

At feature level $i$, the $k$-th residual module receives the source image feature $f^{k,i}$, and the map flow $w^{k,i}$ from the $k$-th source feature extractor, together with the fused feature $f_t^i$ from previous level. We first warp the source feature $f^{k,i}$ with the initial flow map $w^{k,i}$ to the target pose by:

$$f_w^{k,i} = W(f^{k,i}, w^{k,i}).$$

Then we predict a residual flow $r^{k,i}$ by a residual flow predictor $R_i$ from $f_t^i$ and $f_w^{k,i}$:

$$r^{k,i} = R_i(f_t^i, f_w^{k,i}).$$

Note that $R_i$ is designed to share weights across different branches, making it possible for the model to accept arbitrary number of inputs at inference time.

With the learned residual flow, we get the refined flow field by adding the residual flow to the initial flow. We then warp each source feature $f^{k,i}$ by the refined flow and get the refined warped feature $f_w^{k,i}$ of source branch $k$:

$$f_w^{k,i} = W(f^{k,i}, w^{k,i} + r^{k,i}).$$

**Fusing Module.** With the refined warped source feature $f_w^{k,i}$, the fusing module merges $f_w^{k,i}$ and the previous fused target feature $f_t^i$ using the occlusion map $m^{k,i}$. Then, these merged features of $K$ branches are fused together into one, by a weighted summation over the $K$ attention maps $\{a^{k,i}\}$, where $a^{k,i}$ are normalized by a softmax operation at pixel level to stabilize the gradient during training. Finally, the fused feature goes through a decode layer $D_i$ to output the next level target feature $f_t^{i+1}$:

$$f_t^{i+1} = D_i(\sum_{i=1}^{K} a^{k,i} \cdot (f_w^{k,i} \cdot (1 - m^{k,i}) + f_t^i \cdot m^{k,i}))$$

**Training**

We train our model in two stages. First, without the ground truth flow field, we warm up the flow generator $F$ using the sample correctness loss (Ren et al. 2019). We also take the regularization loss (Ren et al. 2020) to constrain the smoothness of the flow.

$$\mathcal{L}_{flow} = \lambda_{cor}\mathcal{L}_{cor} + \lambda_{reg}\mathcal{L}_{reg}$$
where the sampling correctness loss $L_{cor}$ maximizes the cosine similarity between the VGG features of the warped source and target and forces the flow field $w_{k,i}$ to sample the similar regions. The regularization term $L_{reg}$ penalizes the local regions where the transformation is not an affine transformation. Then, with the pre-trained flow generator, we train our full model in an end-to-end manner. The full loss can be defined as:

$$L = L_{flow} + L_{con} + L_{adv}$$

where $L_{con}$ is a content loss, and $L_{con} = \lambda_{l1} L_{l1} + \lambda_{per} L_{per} + \lambda_{sty} L_{sty}$. $L_{l1}$ minimizes the $L_1$ distance of the generated image and target image, $L_{per}$ and $L_{sty}$ are inspired by (Johnson, Alahi, and Fei-Fei 2016). The perceptual loss $L_{per}$ aims to penalize the $L_1$ distance between features extracted from specific layers of a pre-trained VGG network:

$$L_{per} = \sum_i ||\phi_i(\hat{I}_t) - \phi_i(I_t)||_1$$

where $\phi_i$ denotes the $i$-th layer of the VGG-19 network. The style loss $L_{sty}$ uses the Gram Matrix of VGG features to maximize the style similarity between the images:

$$L_{sty} = \sum_j ||G^s_j(\hat{I}_t) - G^s_j(I_t)||_1$$

where $G^s_j$ denotes the Gram matrix calculated from $\phi_j$. Finally, we use a standard adversarial loss $L_{adv}$:

$$L_{adv} = \mathbb{E}[\log(1 - D(G(\{I^k_s\}, \{P^k_s\}, P_t)))] + \mathbb{E}[\log(D(I_t))]$$

### Implementation Details

We implement our model using PyTorch (Paszke et al. 2019) framework on a PC with four NVIDIA GTX 2080Ti GPUs. We adopt the Adam optimizer ($\beta_1 = 0.9, \beta_2 = 0.999$) with a learning rate of 0.0001. The batch size is fixed to 5 for all tasks except Market-1501, in which batch size is set to 8. For more details, please refer to the supplementary material.

### Experiments

#### Datasets

Since our model is designed to be general, we conduct experiments on three different tasks including pose transfer, view synthesis, and facial expression transfer on five challenging datasets. For human pose transfer, we use DeepFashion In-shop Clothes Retrieval Benchmark (Liu et al. 2016) and person re-identification dataset Market-1501 (Zheng et al. 2015). For novel view synthesis, we use real-world scenes (KITTI Visual Odometry Dataset (Geiger, Lenz, and Urtasun 2012)) and rendered objects (ShapeNet chair dataset (Chang et al. 2015)). For facial expression transfer, we use the talking videos dataset Voxceleb2 (Chung, Nagrani, and Zisserman 2018). More details on the dataset can be found in the supplementary material.

These tasks are challenging in different ways. Human pose transfer needs to handle deformable human bodies with full and partial views, along with details on clothing; view synthesis needs to consider complex image semantics and features such as shadows; facial expression transfer needs to model consistent and realistic facial features. To handle them under one method, they show the generality of our model.

#### Metrics

How to evaluate the generated images remains an open problem in generative models. We follow (Ren et al. 2020; Zhang et al. 2021) and calculate the Frechet Inception Distance (FID) (Heusel et al. 2017) and Learned Perceptual Image Patch Similarity (LPIPS) (Zhang et al. 2018) to evaluate the performance of our model. For Market-1501, we further report the Mask-LPIPS (MLPIPS) score proposed in (Ma et al. 2017) to exclude the influence of the background. Besides, we perform a user study to evaluate the visual quality of the generated images.

### Qualitative Results

We first show our results on the DeepFashion Benchmark with two input images in Fig. 1 Left. In all cases, the target contains a novel view and pose, which means the model has to learn to correctly align features of different sources. Furthermore, the clothing details are also transferred well (e.g. the shirts in row 1, the hat in row 2,3), thanks to our multi-level feature modeling. Fig. 1 Right shows the results on facial expression transfer on Voxceleb2. Realistic unseen expressions are generated by our model and source identities are preserved (row 1). Face in new head poses can also be generated. More results on KITTI and ShapeNet can be found in the supplementary material.

### Comparisons

We compare our method with a variety of baseline methods across all tasks. For the human pose transfer task, we compare our approach with Def-GAN (Siarohin et al. 2018), PATN (Zhu et al. 2019), GFLA (Ren et al. 2020), PISE (Zhang et al. 2021), ADG (Men et al. 2020), ABF (Lathuliére et al. 2020). All baselines except ABF are single source based methods. For ABF, we train and evaluate their model using the same train/test split. For the other baseline methods, we use the pre-trained model and evaluate the performance on the testing set directly. For the novel view synthesis task, we compare our method with M2N (Sun et al. 2018). We run the pre-trained model offered by the author to get results on KITTI and ShapeNet chair dataset. For the face generation task, we compare our method with NHFF (the feed forward result of) (Zakharov et al. 2019). We implement their method and report results using the same train/test split of Voxceleb2.

For the human image generation task, our method outperforms all baseline methods on all the metrics on both single-source and multi-source settings by a large margin, shown in Table 1. The LPIPS scores drop significantly when more source images are used, which demonstrates the effectiveness of utilizing multiple sources. Our model also shows superiority on other datasets, as shown in Table 2, 3.

The qualitative results on the DeepFashion dataset are shown in Fig. 4. The baseline methods (Zhu et al. 2019; Siarohin et al. 2018; Men et al. 2020; Zhang et al. 2021; Lathuliére et al. 2020) fail to show the source appearance.
Figure 4: Qualitative comparison on the DeepFashion dataset. DSC (Siarohin et al. 2018), PATN (Zhu et al. 2019), GFLA (Ren et al. 2020), PISE (Zhang et al. 2021), ADG (Men et al. 2020) are single source based methods, in which only I_1 is used as input. ABF (Lathuilière et al. 2020) and Ours are multi-source based methods, in which I_1 and I_2 are used as input.

when the clothes pattern is complex (e.g. they fail to capture the texture details of the clothes in row 1). Flow-based method (Ren et al. 2020) can preserve the details of the source, but struggles when there is a big gap between the source pose and the target one (e.g. It fails to generate correct back view from the front view in row 2, and predicts a wrong hat direction in row 3). (Lathuilière et al. 2020) utilizes multiple inputs to generate the target view but fails to maintain source details in the generated images. In contrast, our model transfers high-fidelity details from the source images, and extracts information from different sources to overcome the single source ambiguity.

Qualitative comparisons on other datasets (Voxceleb2, KITTI and ShapeNet chair) can be found in the supplementary material.

Ablation Study

We present an ablation study on the human pose transfer task to clarify the impact of each part of our proposed method.

Baseline. Our baseline model is U-Net architecture with feature warping, with no residual flow, attention map or occlusion map. Source features are fused by averaging.

Without occlusion (w/o. occ). This model is designed to

Table 1: Quantitative comparison with SOTA methods on the DeepFashion dataset and the Market-1501 dataset.

Table 2: Quantitative comparison with M2N (Sun et al. 2018) on the KITTI dataset and the ShapeNet chair dataset. Our method gets lower FID scores and LPIPS scores than M2N on both datasets.
Table 3: Quantitative comparison with NH-FF (Zakharov et al. 2019) on the Voxceleb2 dataset. Our method outperforms NH-FF in both metrics.

<table>
<thead>
<tr>
<th>K</th>
<th>Model</th>
<th>FID</th>
<th>LPIPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>NH-FF</td>
<td>37.266</td>
<td>0.3150</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>7.100</td>
<td>0.2130</td>
</tr>
<tr>
<td>4</td>
<td>NH-FF</td>
<td>37.457</td>
<td>0.3131</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>7.690</td>
<td>0.2084</td>
</tr>
</tbody>
</table>

Table 4: Ablation Study on the DeepFashion dataset and Market-1501 dataset.

<table>
<thead>
<tr>
<th>K</th>
<th>Model</th>
<th>DeepFashion</th>
<th>Market-1501</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FID</td>
<td>LPIPS</td>
<td>FID</td>
</tr>
<tr>
<td>2</td>
<td>Baseline</td>
<td>11.078 0.1857</td>
<td>15.298 0.2714</td>
</tr>
<tr>
<td></td>
<td>w/o attn</td>
<td>10.835 0.1774</td>
<td>15.820 0.2676</td>
</tr>
<tr>
<td></td>
<td>w/o occ</td>
<td>10.421 0.1830</td>
<td>15.249 0.2689</td>
</tr>
<tr>
<td></td>
<td>w/o res</td>
<td>10.292 0.1777</td>
<td>17.701 0.2679</td>
</tr>
<tr>
<td></td>
<td>full</td>
<td>10.135 0.1766</td>
<td>15.716 0.2668</td>
</tr>
<tr>
<td>3</td>
<td>w/o res</td>
<td>13.306 0.1710</td>
<td>18.092 0.2645</td>
</tr>
<tr>
<td></td>
<td>full</td>
<td>12.785 0.1679</td>
<td>16.263 0.2604</td>
</tr>
</tbody>
</table>

Without attention (w/o. attn). The model is designed to see if the attention maps can benefit the learning. We remove the attention maps and source features are aggregated by attention maps.

Without residual flow (w/o. res). In this configuration, we remove the residual block in the decoder to evaluate its contribution. Attention and occlusion mechanisms are employed in this model.

Qualitative results are shown in Fig. 5. The baseline method struggles when the source images have large differences in poses and views (e.g. the inner clothes in row 1, the dress in row 2), as it simply performs a weighted average over source features, without considering the relevant importance of each source. The baseline model also suffers from generating occluded parts and wrongly warped areas (e.g. face/arms of the man in row 5, hands of the woman in row 6). By adding the occlusion mechanism, the model can get improvements in these areas, but the model without attention mechanism tends to generate ghosting effects when the two sources are similar but at different scales (e.g. the collar of the man in row 4). The model with attention maps but without occlusion maps could also fail when the model synthesizes new contents (e.g. the the hand of the model in row 3, the face of the model in row 5,). And for the model without residual flow, the synthesized results suffer from blurry textures (the white spot in row 3, the vest in row 7) and irregular boundary of cloths (the boundary of the sweater in row 6). Detailed quantitative results are shown in Table 4.

User Study

We also conduct a user study to assess the visual quality. For each dataset, 30 volunteers are asked to accomplish two tasks: the first is a 'real or generated' test, following the protocol in (Ma et al. 2017; Siarohin et al. 2018). For each model, volunteers are shown 55 real and 55 generated images in a random order. The volunteers are asked to judge whether the displayed image is real or generated in one second. The other is a comparison task. The volunteers are asked to finish 55 questions on each dataset, each question containing image pairs generated by our method and a baseline method, with the same source images and target pose. The volunteers are asked to choose the one with better quality. All samples are randomly selected. Overall, our method significantly outperforms the baseline methods. Detailed results are shown in the supplementary material.

Conclusion

We have proposed a new general method for multi-source image generation. Given a guiding pose, our framework effectively rectifies the issues caused by the misalignment among the sources, which makes it widely applicable to datasets with in-the-wild images taken by un-calibrated cameras. The model generality has been tested on a variety of vastly different datasets including human poses, street scenes, faces and 3D objects, and verified by its universal successes. In exhaustive comparisons, our model outperforms the state-of-the-art methods in various tasks.
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