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Abstract

Obtaining a well-trained model involves expensive data col-
lection and training procedures, therefore the model is a valu-
able intellectual property. Recent studies revealed that adver-
saries can ‘steal’ deployed models even when they have no
training samples and can not get access to the model param-
eters or structures. Currently, there were some defense meth-
ods to alleviate this threat, mostly by increasing the cost of
model stealing. In this paper, we explore the defense from
another angle by verifying whether a suspicious model con-
tains the knowledge of defender-specified external features.
Specifically, we embed the external features by tempering
a few training samples with style transfer. We then train a
meta-classifier to determine whether a model is stolen from
the victim. This approach is inspired by the understanding
that the stolen models should contain the knowledge of fea-
tures learned by the victim model. We examine our method on
both CIFAR-10 and ImageNet datasets. Experimental results
demonstrate that our method is effective in detecting differ-
ent types of model stealing simultaneously, even if the stolen
model is obtained via a multi-stage stealing process. The
codes for reproducing main results are available at Github
(https://github.com/zlh-thu/StealingVerification).

Introduction
Deep learning, especially deep neural networks (DNNs),
has demonstrated its great power in many applications (Guo
et al. 2020; Stokes et al. 2020; Minaee et al. 2021). In gen-
eral, training a well-performed model requires a large num-
ber of training samples and a massive amount of computa-
tional resources. Both data collection and training process
are expensive and time-consuming, which makes the trained
model a valuable intellectual property to its owner.

Recently, researchers found that adversaries can ‘steal’
the (deployed) victim model even when they have no train-
ing samples and can not get access to the model parameters
or structures (Tramèr et al. 2016; Orekondy, Schiele, and
Fritz 2019; Chandrasekaran et al. 2020). For example, the
adversaries may use the victim model to label an unlabeled
dataset, based on which to train the stolen model. This threat
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Figure 1: The verification stage of dataset inference and our
method. Specifically, dataset inference adopts inherent fea-
tures contained in benign private images while our method
utilizes external features embedded in stylized images.

is called model stealing. Since the model stealing can ob-
tain a function-similar copy of the victim model stealthily, it
poses a huge threat to model owners.

To alleviate the threat of model stealing, there were also
some defense methods, mostly by introducing randomness
or perturbation in the victim models to increase the costs
of model stealing (Tramèr et al. 2016; Lee et al. 2019;
Kariyappa and Qureshi 2020). For instance, defenders may
perturb the prediction by rounding or adding noise to the
posterior probabilities. However, these defenses may signif-
icantly reduce the performance of legitimate users and could
even be bypassed by following adaptive attacks (Jia et al.
2021; Maini, Yaghini, and Papernot 2021).

In this paper, we explore the defense of model stealing
from another perspective by verifying whether a suspicious
model has defender-specified behaviors. If the model has
such behaviors, we treat it as stolen from the victim. This
approach is inspired by the understanding that the stolen
models should contain the knowledge of features learned by
the victim model and therefore they have similar behaviors.
To the best of our knowledge, there is only one work, i.e.,
dataset inference (Maini, Yaghini, and Papernot 2021), fo-
cusing on this perspective, where they adopted inherent fea-
tures of the training set to verify model ownership. However,
we reveal that this approach is easy to make misjudgments,
especially when the training set of suspicious models have a
similar distribution to that of the victim model. The misjudg-
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ment is most probably because different models may learn
similar inherent features once their training sets have certain
similarities. Based on this understanding, we propose to em-
bed defender-specified external features into victim models
for ownership verification. These features are different from
those contained in the original training set. Specifically, we
embed external features by tempering the images of some
training samples with style transfer. Since we only poison
a few samples and do not change their labels, the embed-
ded features will not hinder the functionality of the victim
model. Besides, we also train a benign model based on the
original training set. It is used only for training a meta clas-
sifier to determine whether a suspicious model is stolen from
the victim model. Only the model containing the knowledge
of external features will be deployed.

The main contribution of this work is four-fold: (1) We
revisit the defense of model stealing from the aspect of own-
ership verification. (2) We reveal the limitations of exist-
ing verification-based methods. Based on these understand-
ings, we propose a simple yet effective defense approach.
(3) We verify the effectiveness of our method on benchmark
datasets under various types of model stealing simultane-
ously. (4) Our work could provide a new angle about how
to adopt ‘data poisoning’ for positive purposes.

Background and Related Work

Model Stealing

Model stealing aims to steal the intellectual property from a
victim by obtaining a function-similar copy of the deployed
model. In general, existing methods can be divided into three
categories based on adversary’s permission level, as follows:

Dataset-Accessible Attacks (AD): In this setting, the ad-
versary can get access to the training dataset whereas can
only query the model. In this case, the adversary can train
a substitute model based on knowledge distillation (Hinton,
Vinyals, and Dean 2014) for model stealing.

Model-Accessible Attacks (AM ): In this setting, the adver-
sary has complete access to the victim model. This type of
attack could happen when the victim model is open-sourced
or via insider access. In this case, the adversary can obtain
a substitute model by using data-free knowledge distillation
based on zero-shot learning (Fang et al. 2019) or simply by
fine-tuning the victim model with local training samples.

Query-Only Attacks (AQ): In this setting, the adversary
can only query the model. Query-only attacks can also be
divided into two subclasses, including the label-query at-
tacks (Papernot et al. 2017; Jagielski et al. 2020; Chan-
drasekaran et al. 2020) and logit-query attacks (Tramèr et al.
2016; Orekondy, Schiele, and Fritz 2019), based on model’s
feedback. In general, label-query attacks adopted the vic-
tim model to annotate some substitute (unlabeled) samples,
based on which to train their substitute model. In the logit-
query attacks, the adversary usually obtains the substitute
model by minimizing the distance between its predicted log-
its and those generated by the victim model.

Defenses against Model Stealing
Non-verification based Defenses. Currently, most of the
existing methods alleviated the stealing threat by increas-
ing the cost of model stealing through perturbing model re-
sults. For instance, defenders could round the probabilities
(Tramèr et al. 2016), added noise to the prediction that re-
sults in a high loss (Lee et al. 2019), only returning the
most confident label (Orekondy, Schiele, and Fritz 2019).
However, these defenses may significantly reduce the per-
formance of legitimate users and could even be bypassed by
adaptive attacks (Jia et al. 2021; Maini, Yaghini, and Paper-
not 2021). Other works (Kesarwani et al. 2018; Juuti et al.
2019; Yan et al. 2021) detected model stealing by identifying
malicious queries. However, these methods relied on some
assumptions of malicious query patterns, which may not be
adopted by the adversaries in practice.
Dataset Inference. To the best of our knowledge, this is
the first and currently the only verification-based defense
against model stealing. Its key idea is to identify whether
a suspicious model contains the knowledge of the inherent
features that the victim model V learned from the private
training set. Specifically, let we consider a K-classification
problem. For each sample (x, y), dataset inference first gen-
erated its minimum distance δt to each class t by

min
δt

d(x,x+ δt), s.t., V (x+ δt) = t, (1)

where d(·) is a distance metric (e.g., ℓ∞ norm). The distance
to each class δ = (δ1, · · · , δK) is the feature embedding of
sample (x, y) w.r.t. the victim model V . After that, the de-
fender will randomly select some samples inside (labeled as
‘+1’) or out-side (labeled as ‘-1’) their private dataset and
use the feature embedding δ to train a binary meta-classifier
C, where C(δ) ∈ [0, 1] indicates the probability that the
sample (x, y) is from the private set. To determine whether a
suspicious model is stolen from the victim, the defender cre-
ates equal-sized sample vectors from private and public sam-
ples and conduct the hypothesis test based on the trained C.
If the confidence scores of private samples are significantly
greater than those of public samples, the suspicious model is
treated as stolen from the victim. However, as shown in fol-
lowing experiments, this method is easy to make misjudg-
ments, especially when the training set of suspicious models
have a similar distribution to that of the victim model. This
limitation hinders its utility in practice.

Model Watermarking. The main purpose of model wa-
termarking is detecting theft (i.e., directly copy the model)
instead of preventing model stealing. However, we no-
tice that the dataset inference enjoys certain similarities
to the misclassification-based model watermarking (Adi
et al. 2018; Li et al. 2020b; Jia et al. 2021), especially the
backdoor-based ones (Adi et al. 2018; Zhang et al. 2018;
Li et al. 2020b). As such, these approaches could be po-
tential defenses against model stealing. Specifically, these
methods performed ownership verification by making the
protected model misclassifying defender-specified samples.
For example, defenders may first adopt backdoor attacks
(Gu et al. 2019; Li et al. 2020a; Nguyen and Tran 2020;
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Li et al. 2021b; Bagdasaryan and Shmatikov 2021; Li et al.
2021a) to watermark the model during the training process
and then conduct the ownership verification. In general, a
backdoor attack can be characterized by three components,
including the trigger pattern t, target class yt, and adversary-
predefined poisoned image generator G(·). Given the be-
nign training set D = {(xi, yi)}Ni=1, the backdoor adver-
sary will randomly select γ% samples (i.e., Ds) from D
to generate their poisoned version Dp = {(x′, yt)|x′ =
G(x; t), (x, y) ∈ Ds}. Different backdoor attacks may as-
sign different generator G(·). For example, G(x; t) = (1 −
λ) ⊗ x+ λ⊗ t where λ ∈ {0, 1}C×W×H and ⊗ indicates
the element-wise product in the BadNets (Gu et al. 2019).
After Dp was generated, Dp and remaining benign samples
Db ≜ D\Ds will be used to train the model fθ via

min
θ

∑
(x,y)∈Dp∪Db

L(fθ(x), y). (2)

In the verification stage, the defender will examine sus-
picious models in predicting yt. If the confidence scores
of poisoned samples are significantly greater than those of
benign samples, the suspicious model is treated as water-
marked and therefore it is stolen from the victim.

Revisiting Verification-based Defenses
The Limitation of Dataset Inference
As illustrated in Section , dataset inference relied on a latent
assumption that a model will not learn the features contained
in the private dataset if it is not stolen from the victim. How-
ever, since different models may learn similar features even
they are trained on different datasets, this assumption does
not hold and therefore the method may misjudge. In this sec-
tion, we verify this limitation.
Settings. In this section, we conduct the experiments on
CIFAR-10 (Krizhevsky, Hinton et al. 2009) dataset with
VGG (Simonyan and Zisserman 2015) and ResNet (He
et al. 2016). Specifically, we randomly separate the origi-
nal training set D into two disjoint subsets Dl and Dr. We
train the VGG on Dl (dubbed VGG-Dl) and the ResNet
on Dr (dubbed ResNet-Dr), respectively. We also train
the VGG on a noisy dataset D′

l ≜ {(x′, y)|x′ = x +
N (0, 16), (x, y) ∈ Dl} (dubbed VGG-D′

l) for reference. In
the verification process, we verify whether the VGG-Dl and
VGG-D′

l is stolen from ResNet-Dr and whether the ResNet-
Dr is stolen from VGG-Dl based on the settings proposed in
dataset inference (Maini, Yaghini, and Papernot 2021). Be-
sides, we also adopt the p-value as the evaluation metric.
The p-value is calculated based on the approach described
in Section . Note that the smaller the p-value, the more con-
fident that dataset inference believes the model stealing hap-
pened. More detailed settings are in Appendix.
Results. As shown in Table 1, all models achieve decent
performance even when the training samples are limited.
However, the p-value is significantly smaller than 0.01 in
all cases. In other words, the dataset inference believes that
these models are stolen from the victim in a high confidence.

ResNet-Dr VGG-Dl VGG-D′
l

Accuracy 88.0% 87.7% 85.0%
p-value 10−7 10−5 10−4

Table 1: The accuracy of victim models and p-value of veri-
fication processes. Dataset inference misjudged in all cases.

Model Type → Benign Watermarked Stolen
BA 91.99 90.03 70.17

ASR 0.01 98.02 3.84

Table 2: The performance (%) of different models.

However, in each case, since the suspicious and the victim
model are trained on completely different training samples
and with different model structures, the suspicious model
should not be considered as stolen from the victim. These
results reveal that the dataset inference could make misjudg-
ments and therefore its results are questionable. In particu-
lar, the p-value of VGG-Dl is smaller than that of the VGG-
D′

l. This is probably because the latent distribution of D′
l is

more different from that of Dr (compared with that of Dl)
and therefore models learn more different features.

The Limitation of Model Watermarking
Intuitively, the inference process of backdoor attacks is simi-
lar to unlocking a door with the corresponding key. As such,
the success of backdoor-based model watermarking relied
on an assumption that the trigger pattern matches hidden
backdoors contained in the stolen model. This assumption
holds in its originally discussed scenarios where the stolen
model is the same as the victim model. However, it may not
hold in the model stealing, since the backdoors contained in
the stolen models may be changed.
Settings. In this part, we adopt the most representative and
effective backdoor attack, the BadNets (Gu et al. 2019), as
an example for the discussion. The watermarked model will
then be stolen by the data-free distillation-based model steal-
ing (Fang et al. 2019). We adopt the benign accuracy (BA)
and attack success rate (ASR) (Li et al. 2020a) to evaluate
the performance of the stolen model. The larger the ASR,
the more likely the stealing will be detected. More detailed
settings can be found in Appendix.
Results. As shown in Table 2, the ASR of the stolen model
is only 3.84%, which is significantly lower than that of the
watermarked model. In other words, the defender-specified
trigger no longer matches the hidden backdoors contained
in the stolen model. As such, backdoor-based model water-
marking will fail to detect model stealing.

To further understand the reason of this failure, we syn-
thesize the potential trigger pattern of each model based on
the targeted universal adversarial attack (Moosavi-Dezfooli
et al. 2017). As shown in Figure 3, the pattern recovered
from the watermarked model is similar to the ground-truth
one, whereas the one recovered from the stolen model is
completely different from the ground-truth pattern. These re-
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Figure 2: The main pipeline of our method. In the first stage, defenders will modify some images via style transfer for embedding
external features. In the second stage, defenders will train a meta-classifier to determine whether a suspicious model is stolen
from the victim based on gradients. In the last stage, defenders will conduct ownership verification via hypothesis test.

(a) (b) (c)

Figure 3: The adopted trigger pattern and synthesized ones
obtained from the watermarked and stolen model. The trig-
ger areas are indicated in the blue box. (a) ground-truth
trigger pattern; (b) pattern obtained from the watermarked
model; (c) pattern obtained from the stolen model.

sults explain why backdoor-based model watermarking has
minor effects in defending against model stealing.

Moreover, backdoor-based model watermarking will in-
troduce new security threats, since it builds a stealthy latent
connection between trigger pattern and target label. The ad-
versary may use it to maliciously manipulate the predictions
of deployed models. This problem will also hinder the utility
of backdoor-based model watermarking in practice.

The Proposed Method
Based on the understandings in Section , in this paper, we
propose to embed external features instead of inherent fea-
tures for ownership verification. Specifically, as shown in
Figure 2, our method consists of three main stages, including
(1) embedding external features, (2) training an ownership
meta-classifier, and (3) conducting ownership verification.
Their technical details are in the following subsections.

Threat Model
Following the setting of existing works (Zhang et al. 2020;
Wang and Kerschbaum 2021; Liu, Weng, and Zhu 2021),
we conduct the defense in a white-box setting, where the de-
fender has complete access to the suspicious model. How-
ever, the defender has no information about the stealing pro-
cess. The goal of defenders is to accurately identify whether

the suspicious model is stolen from a victim model, based
on behaviors of the suspicious and victim model.

One may argue that only black-box defenses are practi-
cal since the adversary may refuse to provide the suspicious
model. However, white-box defenses are also practical. In
our understanding, the real-world adoption of verification-
based defenses (in a legal system) requires an official insti-
tute for the arbitration. Specifically, all commercial models
should be registered here, through the unique identification
(e.g., MD5 code) of their model’s weights file. When this
official institute is established, its staff should take responsi-
bility for the verification process. For example, the staff can
require the company to provide the model file with the same
registered identification and then use our method (under the
white-box setting) for the ownership verification.

Embedding External Features
In this section, we describe how to embed external features
into the victim model. Before we reach technical details, we
first present the definition of inherent and external features.
Definition 1. A feature f is called the inherent feature (of
dataset D) if and only if ∀(x, y) ∈ X × Y , (x, y) ∈
D ⇒ (x, y) contains featuref. Similarly, f is called the
external feature (of dataset D) if and only if ∀(x, y) ∈
X × Y , (x, y) contains feature f ⇒ (x, y) /∈ D.

Although external features are well defined, how to con-
struct them is still difficult since the learning dynamic of
DNNs remains unclear and the concept of features itself is
complicated. However, at least we know that the image style
can serve as a feature for the learning of DNNs in image-
related tasks, based on some recent studies (Geirhos et al.
2019; Duan et al. 2020; Cheng et al. 2021). As such, we can
use style transfer (Johnson, Alahi, and Fei-Fei 2016; Huang
and Belongie 2017; Chen et al. 2020) for embedding exter-
nal features. People may also adopt other methods for the
embedding. It will be discussed in our future work.

Specifically, let D = {(xi, yi)}Ni=1 denotes the benign
training set, xs is a defender-specified style image, and T :
X×X → X is a (trained) style transformer. In this stage, the
defender first randomly selects γ% (dubbed transformation
rate) samples (i.e., Ds) from D to generate their transformed
version Dt = {(x′, y)|x′ = T (x,xs), (x, y) ∈ Ds}. The
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(a) (b) (c) (d) (e) (f)

Figure 4: Images involved in different defenses. (a) benign image; (b) poisoned image in BadNets; (c) poisoned image in
Gradient Matching; (d) poisoned image in Entangled Watermarks; (e) style image; (f) transformed image.

external features (contained in xs) will be learned by the
victim model Vθ during the training process via

min
θ

∑
(x,y)∈Db∪Dt

L(Vθ(x), y), (3)

where Db ≜ D\Ds and L(·) is the loss function.
In this stage, how to select the style image is an important

question. Intuitively, it should be significantly different from
those contained in the original training set. In practice, de-
fenders can simply adopt oil or sketch paintings as the style
image since most of the images that need to be protected are
natural images. We will further discuss it in Section .

In particular, since we only poison a few samples and do
not change their labels, the embedding of external features
will not hinder the functionality of victim models or intro-
duce new security risks (e.g., hidden backdoors).

Training Ownership Meta-Classifier
Since there is no explicit expression of the embedded exter-
nal features and those features also have minor influences on
the prediction, we need to train an additional binary meta-
classifier to determine whether the suspicious model con-
tains the knowledge of external features.

In this paper, we adopt the gradients of model weights as
the input to train the meta-classifier Cw : R|θ| → {−1,+1}.
Specifically, we assume that the victim model V and the sus-
picious model S have the same model structure. This as-
sumption can be easily satisfied since the defender can re-
tain a copy of the suspicious model on the training set of the
deployed model as the victim model. Once the suspicious
model is obtained, the defender will train its benign version
(i.e., the B) on the original training set D. After that, we can
obtain the training set Dc of meta-classifier C via

Dc = {(gV (x′),+1) |(x′, y) ∈ Dt}∪
{(gB(x′),−1) |(x′, y) ∈ Dt} ,

(4)

where sgn(·) is sign function (Sachs 2012), gV (x
′) =

sgn(∇θL(V (x′), y)), and gB(x
′) = sgn(∇θL(B(x′), y)).

At the end, the meta-classifier Cw is trained by

min
w

∑
(s,t)∈Dc

L(Cw(s), t). (5)

In particular, we adopt its sign vector instead of the gradi-
ent itself to highlight the influence of its direction. We verify
its effectiveness in Appendix.

Ownership Verification with Hypothesis Test
When the meta-classifier is trained, given a transformed im-
age x′ and its label y, the defender can examine the sus-
picious model simply by the result of C(gS(x

′)), where
gS(x

′) = sgn(∇θL(S(x′), y)). If C(gS(x
′)) = 1, the sus-

picious model is considered as stolen from the victim. How-
ever, it may be sharply affected by the randomness of se-
lecting x′. In this paper, we design a hypothesis test based
method to increase the verification confidence, as follows:
Definition 2. Let X ′ denotes the variable of transformed
images, while µS and µB indicates the posterior probability
of the event C(gS(X

′)) = 1 and C(gB(X
′)) = 1, respec-

tively. Given a null hypothesis H0 : µS ≤ µB (H1 : µS >
µB), we claim that the suspicious model S is stolen from the
victim if and only if the H0 is rejected.

In practice, we randomly sample m different transformed
images from Dt to conduct the pair-wise T-test (Hogg,
McKean, and Craig 2005) and calculate its p-value. When
the p-value is smaller than the significance level α, H0 is
rejected. Besides, we also calculate the confidence score
∆µ = µS − µB to represent the verification confidence.
The larger the ∆µ, the more confident the verification.

Experiments
Settings
Dataset and Model Selection. We evaluate our defense on
CIFAR-10 (Krizhevsky, Hinton et al. 2009) and (a subset of)
ImageNet (Deng et al. 2009) dataset. We use the WideRes-
Net (Zagoruyko and Komodakis 2016) and ResNet (He et al.
2016) as the victim model on CIFAR-10 and ImageNet, re-
spectively. More detailed settings are in Appendix.
Settings for Model Stealing. We conduct model stealing il-
lustrated in Section to evaluate the effectiveness of defenses.
Besides, we also provide the results of directly copying the
victim model (dubbed ‘Source’) and examining a suspicious
model which is not stolen from the victim (dubbed ‘Indepen-
dent’) for reference. More detailed settings of model stealing
can be found in Appendix.
Defense Setup. We compare our defense with dataset in-
ference and model watermarking with BadNets (Gu et al.
2019), gradient matching (Geiping et al. 2021), and entan-
gled watermarks (Jia et al. 2021). We poison 10% training
samples for all defenses. Besides, we adopt a white-square
as the trigger pattern for BadNets and adopt a oil paint as

1468



Model Stealing BadNets Gradient Matching Entangled Watermarks Dataset Inference Ours
∆µ p-value ∆µ p-value ∆µ p-value ∆µ p-value ∆µ p-value

Victim Source 0.91 10−12 0.88 10−12 0.99 10−35 - 10−4 0.97 10−7

AD Distillation −10−3 0.32 10−7 0.20 0.01 0.33 - 10−4 0.53 10−7

AM
Zero-shot 10−25 0.22 10−24 0.22 10−3 10−3 - 10−2 0.52 10−5

Fine-tuning 10−23 0.28 10−27 0.28 0.35 0.01 - 10−5 0.50 10−6

AQ
Label-query 10−27 0.20 10−30 0.34 10−5 0.62 - 10−3 0.52 10−4

Logit-query 10−27 0.23 10−23 0.33 10−6 0.64 - 10−3 0.54 10−4

Benign Independent 10−20 0.33 10−12 0.99 10−22 0.68 - 1.00 0.00 1.00

Table 3: Results on CIFAR-10 dataset.

Model Stealing BadNets Gradient Matching Entangled Watermarks Dataset Inference Ours
∆µ p-value ∆µ p-value ∆µ p-value ∆µ p-value ∆µ p-value

Victim Source 0.87 10−10 0.77 10−10 0.99 10−25 - 10−6 0.90 10−5

AD Distillation 10−4 0.43 10−12 0.43 10−6 0.19 - 10−3 0.61 10−5

AM
Zero-shot 10−12 0.33 10−18 0.43 10−3 0.46 - 10−3 0.53 10−4

Fine-tuning 10−20 0.20 10−12 0.47 0.46 0.01 - 10−4 0.60 10−5

AQ
Label-query 10−23 0.29 10−22 0.50 10−7 0.45 - 10−3 0.55 10−3

Logit-query 10−23 0.38 10−12 0.22 10−6 0.36 - 10−3 0.55 10−4

Benign Independent 10−24 0.38 10−23 0.78 10−30 0.55 - 0.98 10−5 0.99

Table 4: Results on ImageNet dataset.

the style image for our defense. Other settings are the same
as those used in their original paper. An example of images
involved in different defenses is shown in Figure 4.
Evaluation Metric. We use the confidence score ∆µ and
p-value for the evaluation metric. Following the settings
adopted in (Maini, Yaghini, and Papernot 2021), both ∆µ
and p-value are calculated based on the hypothesis test with
10 sampled images. In particular, except for the independent
sources (which should not be regarded as stolen), the smaller
the p-value and the larger the ∆µ, the better the defense.
Among all defenses, the best result is indicated in boldface.

Main Results
As shown in Table 3-4, our defense reaches the best per-
formance in almost all cases. For example, the p-value of
our method is three orders of magnitude smaller than that
of the dataset inference in defending against the distillation-
based model stealing on CIFAR-10 dataset. The only excep-
tions appear when there is no model stealing. Nevertheless,
our method can still easily make correct predictions in these
cases. In particular, our defense method has minor adverse
effects on the performance of victim models. For exam-
ple, the accuracy of the model trained on benign CIFAR-10
and its transformed version is 91.99% and 91.79%, respec-
tively. This is mainly because we do not change the label of
transformed images and therefore the transformation can be
treated as data augmentation, which is mostly harmless.

Discussion
In this section, all settings are the same as those in Section ,
unless otherwise specified.
Effects of Transformation Rate. The larger the transfor-
mation rate γ, the more training samples are transformed
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Figure 5: Effects of the transformation rate (%) and the num-
ber of sampled images.

during the training process of the victim model. As we ex-
pected, the p-value decrease with the increase of γ in defend-
ing all stealing methods (as shown in Figure 5). Note that the
increase of γ may also lead to the accuracy decrease of vic-
tim models. Defenders should specify this hyper-parameter
based on their specific requirements in practice.

Effects of the Number of Sampled Images. Recall that
our method needs to specify the number of sampled (trans-
formed) images (i.e., the m) adopted in the hypothesis-
based ownership verification. In general, the larger the m,
the less the adverse effects of the randomness involved in
this process and therefore the more confident the verifica-
tion. This is probably the reason why the p-value also de-
creases with the increase of m, as shown in Figure 5.

Effects of Style Image. In this part, we examine whether
the proposed defense is still effective if we adopt other style
images (as shown in Figure 6). As shown in Table 5, the p-
value is significantly smaller than 0.01 in all cases. In other
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Model Stealing Pattern (a) Pattern (b) Pattern (c) Pattern (d)
∆µ p-value ∆µ p-value ∆µ p-value ∆µ p-value

Victim Source 0.98 10−7 0.97 10−7 0.98 10−10 0.98 10−12

AD Distillation 0.68 10−7 0.53 10−7 0.72 10−8 0.63 10−7

AM
Zero-shot 0.61 10−5 0.52 10−5 0.74 10−8 0.67 10−7

Fine-tuning 0.46 10−5 0.50 10−6 0.21 10−7 0.50 10−9

AQ
Label-query 0.64 10−5 0.52 10−4 0.68 10−8 0.68 10−7

Logit-query 0.65 10−4 0.54 10−4 0.62 10−6 0.73 10−7

Benign Independent 0.00 1.00 0.00 1.00 0.00 1.00 10−9 0.99

Table 5: The effectiveness of our defense with different style images on CIFAR-10 dataset.

Style Transfer Meta-classifier
Patch Ours w/o w/

Distillation 0.17 10−7 0.32 10−3

Zero-shot 0.01 10−5 0.22 10−61

Fine-tuning 10−3 10−6 0.28 10−5

Label-query 10−3 10−4 0.20 10−50

Logit-query 10−3 10−4 0.23 10−3

Table 6: The effectiveness (p-value) of style transfer and
meta-classifier on CIFAR-10 dataset.

(a) (b) (c) (d)

Figure 6: Style images adopted for the evaluation.

words, our method remains effective in defending against
different stealing when different style images are used, al-
though there will be some fluctuations in the results. We will
explore how to optimize the style image in our future work.
Effectiveness of Style Transfer. To verify that the style wa-
termark transfers better during the stealing process, we com-
pare our method with its variant which uses the white-square
patch (adopted in BadNets) to generate transformed images.
As shown in Table 6, our method is significantly better than
its patch-based variant. It is probably because DNNs are eas-
ier to learn the texture information (Geirhos et al. 2019) and
the style watermark is bigger than the patch one. This phe-
nomenon partly explains why our method works well.
Effectiveness of Meta-Classifier. To verify that the meta-
classifier is also useful, we compare the BadNets-based
model watermarking with its extension which also uses the
meta-classifier (adopted in our method) for ownership ver-
ification. In this case, the victim model is the backdoored
one and the transformed image is the one containing back-
door triggers. As shown in Table 6, adopting meta-classier
significantly decrease the p-value in all cases, which veri-
fies its effectiveness. These results also partly explains the

Stage→ Source First Stage Second Stage
Method→ None Zero-shot Zero-shot
p-value→ 10−7 10−5 10−4

Method→ None Logit-query Zero-shot
p-value→ 10−7 10−4 0.01

Table 7: Results in defending against multi-stage stealing.

effectiveness of our method.

Defending against Multi-Stage Model Stealing
In previous experiments, the stolen model is obtained by a
single stealing attack. In this section, we explore whether our
method is still effective if there are multiple stealing stages.
Settings. We discuss two types of multi-stage stealing on
the CIFAR-10 dataset, including (1) stealing with the same
attack and model structure and (2) stealing with different at-
tacks and model structures. In general, the first one is the
easiest multi-stage attack while the second one is the hard-
est. Other settings are the same as those used in Section .
Results. As shown in Table 7, the p-value ≤ 0.01 in all
cases, i.e., our method can successfully identify the exis-
tence of model stealing, even after multiple stealing stages.
As we expected, the p-value in defending the second multi-
stage attack is significantly larger than that of the first one
indicating that the second task is harder. We will discuss how
to better defend the second type of attack in our future work.

Conclusion

In this paper, we formulated the defense of model steal-
ing as verifying whether a suspicious model contains the
knowledge of defender-specified external features. Specif-
ically, we embedded external features by modifying a few
training samples with style transfer. This approach was in-
spired by the understanding that the stolen models should
contain the knowledge of features learned by the victim
model. We evaluated our defense on both CIFAR-10 and Im-
ageNet datasets, which verified that our method can defend
against various types of model stealing simultaneously while
preserving high accuracy in predicting benign samples.
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