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Abstract

Even though graphic layout generation has attracted growing attention recently, it is still challenging to synthesize realistic and diverse layouts, due to the complicated element relationships and varied element arrangements. In this work, we seek to improve the performance of layout generation by incorporating the concept of regions, which consist of a smaller number of elements and appear like a simple layout, into the generation process. Specifically, we leverage Variational Autoencoder (VAE) as the overall architecture and decompose the decoding process into two stages. The first stage predicts representations for regions, and the second stage fills in the detailed position for each element within the region based on the predicted region representation. Compared to prior studies that merely abstract the layout into a list of elements and generate all the element positions in one go, our approach has at least two advantages. First, by the two-stage decoding, our approach decouples the complex layout generation task into several simple layout generation tasks, which reduces the problem difficulty. Second, the predicted regions can help the model roughly know what the graphic layout looks like and serve as global context to improve the generation of detailed element positions. Qualitative and quantitative experiments demonstrate that our approach significantly outperforms the existing methods, especially on the complex graphic layouts.

Introduction

Graphic design appears almost everywhere, e.g., posters, documents and mobile applications. In achieving a successful graphic design, the layout, presented by positions and sizes of all the elements on a design, plays a critical role. To aid the creation of graphic layouts, growing interest has been devoted to automatic layout generation. Most studies abstract the layout into a list of bounding boxes and generate layouts by predicting positions of all the elements in one go (Li et al. 2019; Patil et al. 2020; Lee et al. 2020; Gupta et al. 2020; Arroyo, Postels, and Tombari 2021). Specifically, recent work explores generic layout generation by leveraging Transformer, while early studies usually impose restrictions when generating layouts (e.g., using heuristic-based labels for element relationships and handling a limited number of elements). Though meaningful attempts are made, it is still challenging to generate realistic and complex layouts, due to the complicated relationships between elements and the enormous ways that individual elements can be combined into a layout.

In this work, we propose generating graphic layouts in a coarse-to-fine manner. While most studies consider the entire layout as a single list of elements, our key insight is to segment the layout into several regions, each of which appears like an individual simple layout and contains a smaller number of elements from the whole layout. Figure 1 shows examples for realistic layouts and their possible region segmentations. Specifically, we leverage Variational Autoencoder (Kingma and Welling 2013) as the overall architecture and decompose the decoding process into two stages (see Figure 2(a)). The first decoder, called \textit{region decoder}, predicts a set of region representations based on the latent code. As the region segmentation is not explicitly provided by the layout itself, we propose a simple yet effective method based on grid lines to extract the pseudo region segmentation from the layout and take it as the supervision for the training of the region decoder. The second decoder, called \textit{element decoder}, fills in the detailed position for each element within the region by conditioning on the region representation. To make the model treat each region as a simple layout, element positions are transformed into relative positions to the corresponding region during the training of the element decoder.
There are at least two advantages to the proposed approach. First, compared to generating the entire layout, predicting positions for the elements within a region is easier, as a region contains a smaller number of elements and the element arrangement within a region is relatively simple. Thus, if we could first segment a layout into several regions and then generate element positions within each region individually, a complex layout generation task will be decoupled into several simple layout generation tasks. Second, the regions can roughly depict what a graphic layout looks like. Such information can serve as the global context and help improve the generation of detailed element positions.

We evaluate our approach qualitatively and quantitatively on UI layouts from RICO (Deka et al. 2017) and layout documents from PubLayNet (Zhong, Tang, and Yepes 2019). Experiments show that our approach outperforms existing approaches, especially on complex layouts which have many elements and complicated element arrangements.

Related Work

Graphic Layout Generation. Recently, deep generative models have been studied for graphic layout generation. LayoutGAN (Li et al. 2019) proposes a wireframe rendering layer to capture the alignment characteristic of graphic layouts. NDN (Lee et al. 2020) leverages Graph Convolution Networks (GCNs (Scarselli et al. 2008; Kipf and Welling 2016)) to learn the layout representation, where the labels of relationships are based on heuristics (e.g., top, bottom and larger). Similarly, READ (Patil et al. 2020) also uses heuristics to determine relationships between elements and then leverage Recursive Neural Networks (RvNNs (Goller and Kuchler 1996)) for layout generation. These studies impose unreasonable restrictions when generating layout. First, LayoutGAN and NDN only handle simple layouts with limited number of elements (e.g., single-column layouts with less than 10 elements), while real layouts contain lots of elements and are much complex. Second, NDN and READ use heuristic-based labels, which are difficult to model element relationships comprehensively and objectively. Recently, to achieve generic layout generation, VTN (Arroyo, Postels, and Tombari 2021) and (Gupta et al. 2020) propose leveraging Transformer (Vaswani et al. 2017) to handle arbitrary number of elements and discover element relationships without heuristic-based labels. All the above prior studies regard the entire layout as a single list of elements and generate element positions in one go. Unlike them, this work considers segmenting a layout into several regions and decomposing the generation process into two stages.

Besides, some studies also explore how to incorporate user intents or constraints when generating layouts. Zheng et al. studies generating layouts conditioned on visual and textual semantics of the user input. Lee et al. synthesis layouts by considering user-specified position and size relationships. Kikuchi et al. formulate the layout generation as a constraint optimization problem to satisfy implicit and explicit constraints specified by users. Moreover, a recent study leverages multi-modal set of attributes for canvas and elements to help layout generation (Yamaguchi 2021). These works are orthogonal to the unconditional layout generation discussed in this work.

Vector Image Generation. Vector image generation, e.g., sketches, strokes and icons, catches attention until very recently, despite that raster image generation has achieved great success (Radford, Metz, and Chintala 2015; Zhu et al. 2017; Arjovsky, Chintala, and Bottou 2017). For example, SketchRNN (Ha and Eck 2017) models all strokes in a sketch as a sequence; Sketchformer (Ribeiro et al. 2020) leverages Transformer to learn longer term temporal structure in the stroke sequence; DeepSVG (Carlier et al. 2020) disentangles high-level shapes from the low-level commands to reconstruct complex icons; and CoSE (Aksan et al. 2020) factors local appearance of a stroke from the global structure of the drawing to model stroke-based data. As graphic layouts have different data structures with aforementioned vector images, recent progress on them cannot be directly adopted. Nevertheless, these studies inspire us to think deeply about segmenting graphic layouts into several regions, which is overlooked by existing studies about graphic layout generation.

Problem Formulation

In this work, we aim at synthesizing a plausible graphic layout, denoted as $x$. Concretely, a graphic layout is composed of elements, i.e., $x = \{x_1, \ldots, x_N\}$, where $N$ is the number of elements and $x_i$ stands for the placement of the $i$-th element. Here $x_i = (s_i, t_i)$, where $s_i$ represents the left-top and right-bottom coordinates of element’s bounding box and $t_i$ is the element type (e.g., buttons, texts and images).

Moreover, as introduced in Section , we segment a layout into several regions, each of which appears like a simple layout and contains a set of elements. We denote the regions on a layout $x$ as $r = \{r_1, \ldots, r_M\}$, where $M$ is the number of regions and $r_j$ stands for the representation of the $j$-th region. In this work, we represent a region by two kinds of information, i.e., where the region is and which elements are in this region. Thus, we have $r_j = (u_j, v_j)$, where $u_j$ represents the left-top and right-bottom coordinates of the minimal enclosing rectangle for all the elements within this region, and $v_j$ is a vector, each dimension of which represents the number of one element type appearing in this region.

Approach

Architecture Overview

To synthesize a graphic layout $x$, we leverage VAE to maximize the data log likelihood $\log p(x)$, which is equivalent to maximizing its Evidence Lower BOUND (ELBO),

$$\text{ELBO} = \mathbb{E}_{q_{\phi}(z|x)} \left[ \log p_{\theta}(x|z) \right] - \text{KL}(q_{\phi}(z|x) \| p_{\theta}(z)) ,$$

where $z$ stands for the latent code, $p_{\theta}(z)$ is a fixed Gaussian $\mathcal{N}(0, I)$, and $\theta$ and $\phi$ refer to the learnable parameters.

In this work, we seek to improve the performance of layout generation by incorporating the concept of the regions $r$ into the generation process. Specifically, we propose de-
composing the decoding process \( p_\theta(x|z) \) into two stages,

\[
\begin{align*}
\text{ELBO}_{\text{two-stage}} & = \mathbb{E}_{q_\phi(z|x)} \left[ \log \sum_r p_\theta(x, r|z) \right] - \text{KL} \left( q_\phi(z|x) \| p_\theta(z) \right) \\
& = \Delta \mathbb{E}_{q_\phi(z|x)} \left[ \log p_\theta(x, r|z) \right] - \text{KL} \left( q_\phi(z|x) \| p_\theta(z) \right) \\
& = \mathbb{E}_{q_\phi(z|x)} \left[ \log p_\theta(x|z) \right] + \Delta \mathbb{E}_{q_\phi(z|x)} \left[ \log p_\theta(r|x, z) \right] - \text{KL} \left( q_\phi(z|x) \| p_\theta(z) \right).
\end{align*}
\]

Here, Eqn 3 holds under the natural assumption that \( p(r|x, z) \), i.e., the distribution of region \( r \) given layout \( x \) and latent code \( z \), is a prior distribution that can be obtained from data. To be more specific, when maximizing \( \text{ELBO}_{\text{two-stage}} \), as the prior \( p(r|x, z) \) is a constant, and \( \log \sum_r p(x, r|z) = \log p(x|z) = \log p(r|x, z) - \log p(r|x, z) \), optimizing \( \log \sum_r p(x, r|z) \) can be regarded as equivalent to optimizing \( \log p(x, r|z) \).

In detail, as shown in Figure 2, the first stage \( p_\theta(r|x, z) \), called region decoder, predicts regions \( r \) conditioned on the latent code \( z \), while the second stage \( p_\theta(x|r, z) \), called element decoder, generates the element placement \( x \) based on the predicted regions \( r \). Besides, \( q_\phi(z|x) \) refers to the encoder that transforms the graphic layout \( x \) to the latent code \( z \). Their details will be introduced in Section 3.0.

### Model Details

Following the successful practice of the state-of-the-art approach (Arroyo, Postels, and Tombari 2021), we discretize each coordinate and concatenate one-hot encodings of the four discretized coordinates. Besides, \([::]\) stands for the concatenation of two vectors.

Then, the layout embedding \( h \) is produced by leveraging Transformer to learn relationships between elements, i.e.,

\[
h = \frac{1}{N} \sum_i h^i_r, \quad \{h^1_r, \ldots, h^N_r\} = f_{\text{TF-ENC}}(e^1_r, \ldots, e^N_r) .
\]

Here \( f_{\text{TF-ENC}} \) stands for Transformer encoder.

Lastly, we learn the parameters \( \mu \) and \( \sigma \) of a Gaussian distribution based on the layout embedding \( h \), and then leverage reparameterization trick to get the latent code \( z \) of VAE,

\[
z = \mu + \sigma \cdot \epsilon \quad \text{and} \quad \epsilon \sim \mathcal{N}(0, I) , \quad \mu = f_{\text{VEC}}(h) , \quad \sigma = f_{\text{VEC}}(h) .
\]

### Region Decoder

In the first stage, we generate the representation for each region. Taking the \( j \)-th region as an example, the information about where the region is \( \hat{u}_j \) and the information about which elements are in this region \( \hat{v}_j \) is predicted by conditioning on the latent code \( z \) and the embeddings of previous regions \( e^1_r, \ldots, e^{j-1}_r \), i.e.,

\[
\hat{u}_j = f_{\text{VEC}}(h^j_r) , \quad \hat{v}_j = f_{\text{VEC}}(h^j_r) .
\]

\[
\{h^1_r, \ldots, h^j_r\} = f_{\text{TF-DEC}}(z, \{e_{\text{BoS}}, e^1_r, \ldots, e^{j-1}_r\}) .
\]

where \( f_{\text{TF-DEC}} \) stands for Transformer decoder and \( e_{\text{BoS}} \) is the embedding of a special token indicating the beginning of the sequence. Besides, \( e^c_r \) (\( 1 \leq c \leq j-1 \)) is obtained following a similar process to Eqn 5.

### Element Decoder

In the second stage, we generate the placement detail for each element. This process is repeated for every region predicted in the first stage. We take the \( k \)-th element in the \( j \)-th region as an example. Specifically, its position \( \hat{s}_{j,k} \) and the element type \( \hat{t}_{j,k} \) are generated by considering the latent code \( z \), the region representation \( h^j_r \) and the embeddings of previous elements in this region \( e^1_r, \ldots, e^{j-1}_r \), i.e.,

\[
\hat{s}_{j,k} = f_{\text{VEC}}(h^j_r) , \quad \hat{t}_{j,k} = f_{\text{VEC}}(h^j_r) ,
\]

\[
\{h^1_r, \ldots, h^j_r\} = f_{\text{TF-DEC}}(\hat{s}_r, z, \{e_{\text{BoS}}, e^1_r, \ldots, e^{j-1}_r\}) .
\]
where $e_{j,c}^r$ ($1 \leq c \leq k - 1$) is get by the same process as Eqn 5. Note that $\hat{s}_{j,k}$ is transformed into the relative position to the region position $\hat{u}_j$. This helps model to treat generating elements in a region the same as generating an individual simple layout, and thus facilitates the knowledge sharing between different regions during the training.

In the implementation, input sequences to each Transformer mentioned above are padded to have the same length, and the special tokens representing the beginning of the sequence (BoS) and the end of the sequence (EoS) are added. In both two decoders, we rely on the EoS to decide whether to terminate the generation. Besides, during the training, when producing the embeddings of previous regions $e_{1}^r, \ldots, e_{j-1}^r$ and previous elements $e_{j,1}^r, \ldots, e_{j,k-1}^r$, we use the ground-truth instead of the prediction.

Training Objective

According to ELBO in Eqn 4, our training objective combines three parts, i.e., the reconstruction error between generated elements and ground-truth elements, denoted as $\mathcal{L}_{\text{ele}}$, the reconstruction error between generated regions and ground-truth regions, denoted as $\mathcal{L}_{\text{reg}}$, and KL-divergence between the distribution of latent code $z$ and $\mathcal{N}(0, I)$,

$$
\mathcal{L} = \mathcal{L}_{\text{ele}} + \omega_1 \mathcal{L}_{\text{reg}} + \omega_2 \mathcal{K}L(q_\theta(z|x)||\mathcal{N}(0, I)),
$$

(10)

where $\omega_1$ and $\omega_2$ are hyper-parameters to trade-off the weights among three parts. Specifically, $\mathcal{L}_{\text{ele}}$ (or $\mathcal{L}_{\text{reg}}$) is the total loss for all the elements (or regions) in a layout,

$$
\mathcal{L}_{\text{ele}} = \sum_{i} l_{\text{CE}}(\hat{s}_i, s_i) + l_{\text{CE}}(\hat{t}_i, t_i),
$$

(11)

$$
\mathcal{L}_{\text{reg}} = \sum_{j} l_{\text{CE}}(\hat{u}_j, u_j) + l_{\text{MSE}}(\hat{v}_j, v_j).
$$

Here $l_{\text{MSE}}$ is mean square error and $l_{\text{CE}}$ is cross-entropy loss. Note that as all the coordinates are discretized, the cross-entropy loss is leveraged for position reconstruction.

Supervision for Region Representation

As discussed in Section 3, to learn the region representation, the ground-truth region segmentation, represented by $r_j = (u_j, v_j)$, is an indispensable supervision information for the region decoder. However, graphic layouts hardly provide such information explicitly, since it is not a necessary part of a final graphic design. To solve this problem, we seek to automatically extract a pseudo region segmentation from the graphic layout and regard it as the supervision for learning the region representation. Prior studies (Armstrong 2009; Dayama et al. 2020; Jacobs et al. 2003) indicate that when creating graphic designs, designers often leverage grid lines to decide the overall spatial organization and guide the placement of elements. This motivates us to consider obtaining a pseudo region segmentation with the help of grid lines. In detail, as shown in Figure 3, we scan the layout along either the horizontal direction or the vertical direction, and check whether the layout can be divided into several fragments along a certain direction. We repeat such operation recursively for each fragments until there is no visible fragments, and finally get a segmentation tree. In our implementation, for simplicity, we take the penultimate layer in the segmentation tree as the pseudo region segmentation and find it can achieve good performance. Note that the region segmentation is not unique and some regions obtained by this way may not be the most plausible solution. Nevertheless, they can also help factor a complex graphic layout into several smaller regions to some extent, and thus will be beneficial to the overall generation performance.

Experiments

Experimental Setup

Datasets. We evaluate our method on the following publicly available datasets, which are widely used in recent studies about graphic layout generation.

RICO (Deka et al. 2017) contains 60K+ mobile app UI layouts with 25 element categories. The annotations are structured by Android view hierarchies. Similar to (Arroyo, Postels, and Tombari 2021), we omit layouts with more than 100 elements due to the memory constraint. In total, we get 54K screenshot data for training and 6K data for validation.

PubLayNet (Zhong, Tang, and Yepes 2019) contains 360K+ document layouts with 5 element categories. We also omit layouts with more than 100 elements, and finally get 300K data for training and 33K for validation.

Compared Methods. Early studies usually impose restrictions when generating layout, e.g., using heuristic-based labels for element relationships (Patil et al. 2020; Lee et al. 2020) or handling a limited number of elements (Li et al. 2019; Jyothi et al. 2019) (see Section ). The recent work, VTN (Arroyo, Postels, and Tombari 2021), explores generic layout generation and achieves state-of-the-art performance. Thus, we compare against VTN and its similar model from Gupta et al.. We also compare against NDN (Lee et al. 2020) using their proposed metric based on rendered layout images though it only tackles a limited number of elements.

Implementation Details. Our approach is implemented by PyTorch. For Transformer blocks, we stack 4 layers with a representation size of 512 and a feed-forward representation size of 1024, and use multi-head attentions with 4 heads. We use Adam optimizer (Kingma and Ba 2014) with initial learning rate $10^{-3}$ reduced by a factor of 0.8. The dropout rate of transformer blocks is set to 0.1. All models are trained for 300 epochs on RICO and 100 epochs on PubLayNet, with batch size of 256 on two V100 GPUs.

Figure 3: An illustration for extracting a segmentation tree from a graphic layout. The penultimate layer of the segmentation tree is taken as the pseudo region segmentation.
Quantitative Comparisons

Evaluation Metrics. To evaluate reconstruction performance, we leverage Chamfer Distance (CD). Regarding generation performance, we resort to a set of metrics, each of which represents one aspect of perceptual quality and diversity, including overlap index (Overlap), alignment score (Align.), Wasserstein Distance (W class and W bbox) and Fréchet Inception Distance (FID).

CD. Referring to the definition of CD on SVG images (Carlier et al. 2020), we define CD between the ground-truth layout \( \mathbf{x} \) and the reconstructed layout \( \hat{\mathbf{x}} \) as the sum of the minimal distance between elements, i.e., \( s_{\text{CD}}(\hat{\mathbf{x}}, \mathbf{x}) = \frac{1}{N} \sum_{i=1}^{N} \min_{\bar{s}_j} \| s_i - \bar{s}_j \|^2 \).

Overlap. Usually, the elements on the layout should not overlap excessively. Following (Li et al. 2020), we calculate the intersection area of any two elements in the layout, i.e.,

\[
s_{\text{Overlap}}(\hat{\mathbf{x}}) = \frac{1}{2N} \sum_{i=1}^{N} \sum_{j \neq i} c_i \cap c_j,\]

where \( c_i \) denotes the area of the \( i \)-th element and \( c_i \cap c_j \) denotes the overlapping area between element \( i \) and \( j \).

Align. Good alignment can create a sense of tidiness. Following (Lee et al. 2020), we consider 3 common alignment types in a graphic layout (including left, center and right), i.e.,

\[
s_{\text{Align}}(\hat{\mathbf{x}}) = \frac{1}{N} \sum_{i=1}^{N} \sum_{j \neq i} \min_{T} d_T(o^T_i, o^T_j),\]

where \( T \) denotes the alignment type, \( o^T_i \) denotes the corresponding coordinate of the element \( x_i \) under the alignment type \( T \), and \( d_T \) is the distance between the two coordinates.

W class and W bbox. The distribution for generated layouts should be close to that for real layouts. Following (Arroyo, Postels, and Tombari 2021), we approximate Wasserstein distance between generated and real layouts for two marginal distributions about element types and positions.

FID also describes distribution difference between real and generated layouts. Unlike above metrics that are based on element types and position values, FID depends on rendered layout images. Following (Lee et al. 2020), we get layout embedding for FID calculation by training a CNN classifier to discriminate ground-truth layouts from randomly-perturbed layouts. The classifier is trained to achieve the accuracy of 95% and 96% on RICO and PubLayNet.

Results and Analysis. Table 2 shows quantitative comparisons of reconstruction performance, where lower CD indicates better performance on the training set. On both datasets, our method achieves the best performance, demonstrating the superiority of the proposed two-stage decoder.

Table 1 shows quantitative comparisons of generation performance, where lower values indicate better performance on the training set. On both datasets, our method achieves the best performance, demonstrating the superiority of the proposed two-stage decoder.

Table 2 shows quantitative comparisons of reconstruction performance, where lower CD indicates better performance on the training set. On both datasets, our method achieves the best performance, demonstrating the superiority of the proposed two-stage decoder.
Figure 5: Qualitative comparisons of generation performance.

Figure 6: Quantitative comparisons when the layouts are grouped by the number of elements (on RICO).

in Figure 6, on each metric, the performance gap between our approach and VTN increases with the number of elements. This indicates that the advantage of our approach lies in handling complex layout with more elements. It is also consistent with the intuition that by introducing regions, our approach can decouple a complex layout into several simple layouts and thus reduce generation difficulty.

Besides, Table 3\(^1\) compares generation performance from another angle, i.e., rendered layout images instead of element types and position values. Our approach outperforms other methods, further demonstrating that our approach can generate more realistic and diverse layouts.

**Qualitative Comparisons\(^2\)**

Figure 4 shows qualitative comparisons of reconstruction performance on training set. For ease of comparison, each subfigure shows reconstructed layouts by VTN (left) and our approach (middle) for the same real layout (right). Although both approaches perform well on the reconstruction, our approach still outperform VTN in terms of reconstructing positions more precisely and predicting element types correctly.

Figure 5 shows qualitative comparisons of generation performance. On RICO, when there are lots of elements on a layout, VTN struggles to handle overlaps between elements, and tends to arrange elements in a disorderly manner. By contrast, our approach seldom generates layouts with unreasonable overlaps and can arrange elements in more diverse and complicated way. Similarly, on PubLayNet, our approach better handles the right alignment and the overlap issue compared to VTN.

Figure 7 shows generated layouts and their closest real graphic designs in the training set, which are obtained using DocSim match mentioned in (Patil et al. 2020). While the very similar real data can be found from the training set, our generated layouts still have some differences with the real one. This indicates that our generated layouts are reasonable, realistic and diverse at the same time.

Figure 8 shows generated layouts and corresponding regions predicted by the region decoder. It can be clearly observed that the predicted regions depict a rough appearance for the layouts. Besides, compared to the entire layout, each region contains a much smaller number of elements and the element arrangement within it also becomes simpler.

<table>
<thead>
<tr>
<th></th>
<th>RICO</th>
<th>PubLayNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>FID(_↓)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NDN</td>
<td>143.51 ± 22.36</td>
<td></td>
</tr>
<tr>
<td>VTN</td>
<td>104.67 ± 29.51</td>
<td>66.41 ± 20.55</td>
</tr>
<tr>
<td>Ours</td>
<td>61.87 ± 5.77</td>
<td>32.42 ± 19.76</td>
</tr>
</tbody>
</table>

Table 3: Quantitative comparisons of generation by rendered layout images. Each experiment is repeated for 5 times.

\(^1\)On PubLayNet, FID of NDN is not displayed because we fail to reproduce it by ourselves and the authors do not release codes.

\(^2\)Please refer to Supplementary for more qualitative results.
Figure 7: Generated layouts and their closest real graphic designs in the training set.

Figure 8: Generated layouts and their predicted regions.

Model Variants

Table 4 shows performance for different model variants. In the region decoder, we transform the absolute element positions into the relative positions w.r.t. the region, in order to help the model treat generating elements in a region the same as generating elements in an individual simple layout. In the first model variant, we examine whether directly using absolute positions will result in better performance, denoted as AbsPos in Table 4. Experimental results show that this variant does not perform as well as our original model (denoted as Ours in Table 4) on most metrics.

Moreover, we study the possible impact of different kinds of region segmentation. Specifically, we leverage the Android view hierarchy provided by RICO itself as the region segmentation during the training. We denote this model variant as AndView in Table 4. It is observed that this variant still outperforms other baselines shown in Table 1 on most metrics, indicating the our approach is relatively robust to the choice of the region segmentation. As for that this variant does not perform as well as our original model, we hypothesize the reason as that Android view hierarchy is mainly based on relationships of widget functions rather than relationships of element placement.

Besides, we consider a model variant that leverages an extra two-stage encoder to incorporate the concept of regions. Specifically, the two-stage encoder mirrors the two-stage decoder, which first encodes elements into region embedding and then encodes all the region embeddings into a latent vector $z$. We denote it as TwoEnc in Table 4. We find that this variant does not perform better than our original model. We think it is comprehensible and reasonable. On the one hand, by learning a two-stage decoder, the model are already equipped to capture the concept of regions. On the other hand, an extra two-stage encoder introduces more parameters and thus increases the training difficulty.

Conclusion

In this work, we propose a coarse-to-fine approach for graphic layout generation. Specifically, we decompose the generation process into two stages, where the first stage predicts the region representations that depict rough appearance of the layout, and the second stage generates the detailed element placement conditioned on the predicted region representation. Quantitative and qualitative experiments demonstrate that our approach achieve superior performance than the previous methods which generates the entire layout in one go. In the future, we plan to evaluate the performance of our approach when user intents are incorporated, e.g., the length of texts and the fixed aspect ratio of images. Besides, we will continue to explore more effective region segmentations, e.g. the one consistent with the layout semantics, to better help graphic layout generation.
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