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Abstract

The interaction between named entity recognition and rela-
tion classification is quite essential for the extraction of re-
lational triplets. However, most of jointly extraction works
only consider unidirectional interaction between the two sub-
tasks. They even neglect the interactive information totally.
In order to tackle these problems, we propose a novel unified
joint extraction model which considers bidirection-interactive
information between the two subtasks. Our model consists of
two modules. The first module utilizes Bi-LSTM and GCN to
capture the sequential and the structure-semantic features of
a sentence, The second module utilizes two layers to capture
bidirection-interactive information between the two subtasks
and generates relational triplets respectively. The experimental
results show that our proposed model outperforms the state-
of-the-art models on two public datasets.

Introduction
Joint extraction of entities and relations simultaneously from
unstructured text is crucial to build large structural knowl-
edge. It is widely applied in many NLP tasks, including the
construction of knowledge base, text mining and question
answering. A pair of entities and their corresponding seman-
tic relation are often described as a relational triplet, such as
<Trump, president of, United States>.

Joint extraction of entities and relations contains two sub-
tasks that are named entity recognition and relation classifi-
cation. Although most recent works can extract overlapping
relational facts efficiently and overcome the problem of error
propagation, most of them neglect the bidirectional interac-
tion between these two subtasks. That is to say, the interaction
between the two subtasks is not fully modeled. However, the
bidirection-interactive information is quite essential for the
extraction of relational triplets. For example, the sentence
“Chicago is located in the United States” contains an en-
tity pair <Chicago, United States>. If we have learnt that
the relation of the entity pair <Chicago, United States> is
“country”, then the label of the entity pair should not be “S-
PERSON” and “B-PERSON, I-PERSON”. If we have learnt
that the label of the entity pair are “S-LOCATION” and “B-
LOCATION, I-LOCATION”, then the relation of the entity
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pair should not be “president”. Therefore, we can conclude
that relation extraction can facilitate named entity recognition.
At the same time, named entity recognition is also helpful for
relation extraction.

To address the problems above, we propose a unified joint
extraction model, which considers bidirection-interactive in-
formation between named entity recognition and relation
classification. More specially, our model consists of two
main modules. One is a lower sub-network: sentence en-
coding module. This module utilizes Bi-LSTM (Hochreiter
and Schmidhuber 1997) and GCN (Kipf and Welling 2017)
to capture the sequence-semantic features and the structure-
semantic features of a sentence. The other one is the upper
sub-network: triplets decoding module. This module consists
of interactive layer and decode layer. Interactive layer cap-
tures the bidirection-interactive information between named
entity recognition and relation classification. Decode layer
generates the relational triplets.

Methodology
In this paper, we propose a novel Seq2Seq neural model,
which considers bidirection-interactive information between
named entity recognition and relation classification. Our
model consists of two main modules, as detailed below.

Sentence Encoding Module
To consider both the sequence-semantic features and the
structure-semantic features of the sentence. We first apply
bidirectional RNN to extract sequential features, then we use
GCN to further extract structure-semantic features.

Bi-LSTM For the word wt of the input sequence at time t,
we utilize Bi-LSTM to get its forward and backward hidden
states. We calculate the average of the two hidden states to
represent the output of the word at time step t.

GCN We use a dependency parser to create a dependency
tree for the input sentence. Then, we apply GCN to extract
structure-semantic features through convolving the features
of neighboring nodes of the dependency tree.

ol+1
t = ReLU(

∑
v∈N(t)

(W lolv + bl)) (1)

where t is the target node and N(t) represents the neigh-
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borhood node of t, including t itself. olv denotes the hidden
feature of node v at layer l. W l and bl are learnable weights.

Triplets Decoding Module
This module consists of two layers. We introduce the interac-
tive layer to capture the bidirection-interactive information
between named entity recognition and relation classification.
We add the decode layer to generate triplets.

Interactive Layer Interactive layer consists of several de-
coders. Each decoder consists of three time steps and gener-
ates the interactive hidden states hD1

t of one triplet. At time
step one, it decodes the interactive hidden states of the re-
lation. At time step two and time step three, it decodes the
interactive hidden states of the two entities respectively.

hD1
t = BiLSTM(WD1ct, h

D1
t−1) (2)

where ct is the context attention vector calculated by encod-
ing outputs OE and hD1

t−1. WD1 is learnable weight matrix.

Decode Layer Decode layer is similiar to interactive layer,
each decoder consists of three time steps and decodes a rela-
tional triplet. The hidden state hD2

t at time step t of decode
layer is calculated by the word vector extracted at time step
t− 1 and previous hidden state hD2

t−1. After that, we use hD2
t

to calculate the logits which are used to acquire the relational
triplets prediction.

qD2
i = f([hD2

t , oEi ]W
D2
1 )WD2

2 (3)

where qD2
i is the confident value of i-th word. oEi is the encod-

ing output of i-th word. WD2
1 and WD2

2 are both learnable
weight matrices. f is activation function.

Experiments
Datasets
(1) NYT dataset. It consists of 1.18M sentences sampled
from 294k 1987-2007 New York Times news articles. There
are totally 24 valid relations.
(2) WebNLG dataset. It is originally created for Natural
Language Generation (NLG) task. This dataset contains 246
valid relations.

Baseline Methods
We compare our models with several state-of-the-art base-
line models, including NTS (Zheng et al. 2017), OneDe-
coder (Zeng et al. 2018), MultiDecoder (Zeng et al. 2018),
GraphRel1p (Fu, Li, and Ma 2019), GraphRel2p (Fu, Li, and
Ma 2019), CopyMTL-One (Zeng, Zhang, and Liu 2020), and
CopyMTL-Mul (Zeng, Zhang, and Liu 2020).

Experimental Results
We use the standard micro Precision, Recall and F1 score
to evaluate the experimental results. Triplets are regarded
as correct when their relations and entities are both correct.
Table 1 shows the precision, recall, and F1 score of baseline
models and our model on two public datasets. We can see that
our model significantly outperforms other baseline models

Model NYT WebNLG
P R F1 P R F1

NTS 62.4 31.7 42.0 52.5 19.3 28.3
OneDecoder 59.4 53.1 56.0 32.2 28.9 30.5

MultiDecoder 61.0 56.6 58.7 37.7 36.4 37.1
GraphRel1p 62.9 57.3 60.0 42.3 39.2 40.7
GraphRel2p 63.9 60.0 61.9 44.7 41.1 42.9

CopyMTL-One 72.7 69.2 70.9 57.8 60.1 58.9
CopyMTL-Mul 75.7 68.7 72.0 58.0 54.9 56.4

Our model 78.2 69.1 73.3 59.2 61.3 60.2

Table 1: Overall results on NYT and WebNLG datasets.

on both datasets. Considering the interactive information is
not fully captured in baseline models, the results well jus-
tify the effectiveness of incorporating bidirection-interactive
information and semantic features in our model.

Conclusion
In this paper, we propose a unified model for joint extraction
of entities and overlapping relations. Our model firstly uti-
lizes two layers to extract the sequence-semantic features and
the structure-semantic features of a sentence. Then, it em-
ploys an interactive layer to consider bidirectional interaction
between named entity recognition and relation extraction.
Finally, it uses decode layer to generate relational triplets.
Experimental results show that our method can extract rela-
tional facts effectively and achieve the start-of-the-art results
on two public datasets.
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