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Abstract

With the goal to find scalable reasoning approaches, neuro-
symbolic techniques have gained significant attention. How-
ever, the existing approaches do not take into account the
inference capabilities of ontology languages that are based
on expressive description logic (such as OWL 2). To fill this
gap, we propose two approaches: an ontology-based embed-
ding model for theories in ££ 1 description logic and a rein-
forcement learning-based solution for efficient tableau-based
reasoning on description logic. We describe promising initial
results of our efforts towards these directions and lay down
the direction for future work.

Introduction

Motivated by the need for reasoning approaches that can
scale well even on the most expressive, and large ontolo-
gies, neuro-symbolic approaches have received major at-
tention in recent times. The idea is to combine the robust-
ness and learning capabilities of the artificial neural net-
works along with the precise reasoning abilities of logic-
based approaches. Recent papers by (Hitzler et al. 2019)
and (d’ Amato 2020) briefly identify some of the key chal-
lenges and briefly discuss the potential of neuro-symbolic
reasoning approaches when compared with traditional rea-
soning approaches.

In relation to this theme, we discuss two approaches that
we are currently working on: an ontology-based embed-
ding model for theories in ££T description logic and a
reinforcement learning-based solution for efficient tableau-
based reasoning for description logic. To the best of our
knowledge, most of the existing work in these directions,
mainly cover tasks in the context of knowledge graph (KG)
completion and relatively little attention has been paid to uti-
lizing the inference capabilities of schema defined in ontolo-
gies. Further, many of the existing approaches do not take
into account the constraints and characteristics of underly-
ing ontology. We describe promising initial results of our
efforts towards these directions and lay down the direction
for future work.
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Embedding Model for ££"* Description Logic

We propose an ontology embedding model (EmEL**) as a
non-traditional way of performing reasoning tasks. In our
first step towards ontology embedding we looked at OWL
2 EL profiles which have lot of applications in biomedi-
cal domain. Our proposed approach is similar to embedding
model (EIEm) by Kulmanov et al. (2019). Although, Kul-
manov et al. (2019) focused on a link prediction task for
protein interaction network, our work is more challenging
as it addresses the ontology which deals with more complex
relations compared to KGs. In ££1, every reasoning task
can be reduced to subsumption task (Baader, Brandt, and
Lutz 2005). Thus, in this work, we evaluate the performance
of embeddings on a subsumption reasoning task. Further, an
ELTT ontology can be reduced to normal forms to represent
the complex associations in a simpler way. The model cap-
tures geometric interpretations of classes and relation in vec-
tor space wherein, it visualizes the classes and relations as
n-balls and translational vectors respectively. The approach
is represented as an optimization problem where, for each of
the associated constructs in ££ " a loss function is defined
which is not the case with (Kulmanov et al. 2019), the ob-
jective of the problem is to minimize the losses associated to
all the constructs so as to preserve the relationships between
the classes in vector space. The training phase involves a
neural network based linear model wherein each input node
is associated to the obtained normal forms. The model uses
two parallel embedding layers, one for the classes and an-
other for the relations to map them to n-dimensional vector
space while minimizing the loss. We define accuracy met-
ric to evaluate embeddings which represents the correct pre-
dictions for subsumption reasoning task such that the n-ball
of subclass is subsumed in n-ball of superclass. We carry
out experiments on multiple datasets with varying charac-
teristics. The initial results showed that our model was able
to capture the relationship of classes and relations well in
vector space. Table 1 draws a comparison with the recent
work on ££1T wherein, it shows accuracy over training,
testing and inferences data. The inferences data is curated
using a standard reasoner ELK on training data. The qual-
ity of embeddings is then evaluated over these data. Overall,
the EmEL** embeddings resulted in a decent performance
to recognize the inferences. Thus, it looks promising for fur-
ther research in this direction.



Training Testing Inferences

EIEm EmEL* EIEm EmEL** EIEm EmEL**
GALEN 0.27 0.64 0.20 053 0.27 0.64
GO 0.45 0.59 035 044 048 0.62
ANATOMY 0.09 048 0.07 022 0.10 0.49
SNOMED 0.24 055 0.18 034 0.22 0.48

Table 1: Accuracies achieved by the EIEm and EmEL++ em-
beddings in terms of geomteric interpretation of the classes
in different ontologies.

Reinforcement Learning Based Solution for
Efficient Tableau Reasoning

Let C be a concept and I be an interpretation. The aim of the
tableau algorithm (Moller and Haarslev 2009) is to gen-
erate a finite interpretation I such that CT # (). Without
loss of generality, we assume all concept descriptions are in
negation normal form (NNF). Now, we start with a knowl-
edge base, A:= C(x), and apply tableau expansion rules se-
quentially. This leads to a form of a search tree (Figure 1),
with the root node C(x). Here, the edges represent the ap-
plied tableau rules. This tree will go as deep as to a point
where no further rules are applicable or an obvious contra-
diction is detected. We call our knowledge base A as satis-
fiable if and only if one of the complete ABoxes is open,
i.e., does not contain an obvious contradiction of the form
{A(z),—A(x)}. These rules may be deterministic (such as
conjunction) as well as non-deterministic (such as disjunc-
tion). The second type of rules might lead to the wrong track
and would require to backtrack. Thus, with the increase in
either the size or expressivity of the knowledge base, the
tree becomes broader and deeper and hence the reasoning
complexity increases exponentially. To deal with this kind
of non-determinism, our endeavor is to propose a reinforce-
ment learning solution that can cash in on the exploration-
exploitation trade-off of the reinforcement learner and re-
duce its time complexity.

We define our Reinforcement Learning framework as a
discounted Q-Learning model. Q-Learning is a model-free
algorithm that learns an action policy over time by maximiz-
ing the expected cumulative reward function. So, we have a
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Figure 1: Tableau Search Tree
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finite set of states S (represented by the nodes in our tree), a
finite action space A (represented by the edges in our search
tree) and a numerical score called as a reward R (received by
the agent for a state-action pair). The weight for a step from
a state, Az steps into the future is calculated as *ym where
~ is the discount factor (0 < ~ < 1). This is done to value
rewards received earlier higher than those received later, re-
flecting the value of a good start. The algorithm therefore
has the following Q-function that calculates the quality of a
state-action combination, Q : S x A — R. At the start of the
algorithm, Q is initialized to an arbitrary fixed value. Then,
at each time, ¢, the agent selects an action a;, observes a re-
ward r, enters a new state s;41 and Q is updated. The value
iteration updates are done using the dynamic programming
based Bellman equation using the weighted average of the
old value and the new information as follows:

Q"% (s¢,ar) + Q(st, at)+a-(rt+'y-m3x Q(st+41, at)—Q(st, ar))

where « is the learning rate (0 < o < 1). An episode of the
algorithm ends when state, s;1, is a terminal state. In our
tableau tree, open complete ABoxes are the terminal states.
An example of the reward function may be to award a value
of 1 after each action that doesn’t result in either contradic-
tion or in a terminal state while coming from top to down in
the tree and award a value of 10 on reaching a terminal state
while awarding a value of -10 on reaching a contradiction
node and award -1 on each successive step during backtrack-
ing due to occurrence of a contradiction. Deep Q-Learning a
variant of the above algorithm that uses convolutional deep
neural networks to simulate the above framework.

When the Q-learning algorithm runs for sufficient num-
ber of episodes and learns the environment, then we can de-
fine the confidence scores of the non-deterministic choices
at any node in the tree. These confidence scores represent
the likelihood of getting success on a choice among a host
of non-deterministic options.

We are currently implementing this approach and upon
its completion, we plan to evaluate its performance on
varying size OWL 2 DL ontologies. For this purpose,
we would utilize our recently developed benchmark —
OWL2Bench (Singh, Bhatia, and Mutharaju 2020).
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