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Abstract

Automatically generating financial report from a piece of
news is quite a challenging task. Apparently, the difficulty of
this task lies in the lack of sufficient background knowledge
to effectively generate long financial report. To address this
issue, this paper proposes the conditional variational autoen-
coders (CVAE) based approach which distills external knowl-
edge from a corpus of news-report data, and experimental re-
sults show that it can achieve the SOTA performance.

Introduction
Text generation has long been investigated in the domain
of natural language processing with several sub problems,
e.g., long text generation and summary generation. Among
these sub problems, long text generation from short text is
quite challenging especially in a domain-specific task, such
as financial report generation. Particularly, the difficulty to
generate financial reports given a piece of short news lies in
the lack of sufficient information.

Recently, deep generative model based approaches (Mc-
Carthy et al. 2020; Wang and Wan 2019) and generative
adversarial network (GAN) based approaches (Guo et al.
2017) were proposed for long text generation. For instance,
the conditional variational autoencoder (Yang et al. 2018)
with a hybrid decoder could learn topics to generate Chi-
nese poems. And (Shen et al. 2019) designed a hierarchy of
stochastic layers between the encoder and decoder compo-
nent to learn a VAE model for generating long coherent text.
However, there exist two challenges which invalidate most
existing approaches. First, the length of the input news data
is rather short. Second, the generation of financial reports
by human specialists often involves their intellectual efforts,
such as inferring and reasoning abilities. This paper is thus
motivated to address these research difficulties. Particularly,
we distill external knowledge from a large corpus of train-
ing data to provide sufficient information to guide the gen-
eration of financial report, and the overall framework of the
proposed approach with knowledge distillation (CVAE-KD)
is plotted in Figure 1.

Copyright © 2021, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

News set
X

Report set
Y

Bi-GRU

Knowledge
Distillation

qb

Py

KNN

μx

σx

z2
μX;Y

σX;Y

A piece of 
news x
x1 x2 …

ELMO
ELMO as a Teacher

GRU
ℎ𝑡
𝑠

z1
Target report

y
y1 y2 …

Figure 1: Framework of the proposed approach.

The Proposed Approach
In the proposed approach, the input news X is first embed-
ded using lookup table. Then, Bi-GRU (Zhou et al. 2016) is
adopted to encode each input x, and the latent variable dis-
tribution is learnt. For the background knowledge learning, a
set of similar news are extracted as well as the corresponding
reports to estimate a higher level latent variable distribution.
At last, a GRU component is employed to decode the out-
put report. The proposed CVAE-KD has three components,
i.e., encoder component, background knowledge extraction
component, decoder component.

The encoder component It employs a Bi-GRU compo-
nent to embed the input x. The hidden state het of Bi-GRU is
treated as the output of this component, he is calculated as

hxet = (1− ct)hext−1 + cth
x‘

t ; he = [
−→
hxet ,
←−
hxet ],

where hext−1 is the previous activation, hx
‘

t is the candidate
activation, hxet is the current activation and he is the con-
catenation of activation from both direction. We assume that
the latent variables z1 of CVAE follows a gaussian distribu-
tion. After learning the learnt latent variable distribution, we
sample latent variable z1 as

zi1 = µix + σixε, ε ∼ N(0, I)/N(µ, σ).

Learning latent variable from background Knowledge
We first extract the subset Xs and Ys, as the background
knowledge, for each x from the historical data. Another
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gaussian distribution is assumed for this background knowl-
edge and the latent variable z2 is then sampled from the
learnt gaussian distribution, calculated as

µXem;Yem = fµx([Xem;Yem]); σX;Y = fσx([Xem;Yem])

zi2 = µiX;Y + σiX;Y εX;Y , εX;Y ∼ N(0, I)/N(µ, σ)

where Xem and Yem feature representations of each input
pair of data (news-report).

Knowledge distillation To distill knowledge from exter-
nal knowledge base, Xs and Ys are embedded using a pre-
trained model ELMO. To align the output of this compo-
nent , a two-layers MLP is adopted. Yem is considered as
the teacher to supervise the generated financial report y. Ac-
cordingly, the student is the output of decoder component
during model training process. The employed ELMO is to
predict probability of next token to be generated, given a se-
quence of generated tokens in y. The knowledge distillation
is to optimize below equation

Lkd(θ) = −
∑
w∈V

[Pφ(yt = ω|x, y)logPθ(yt = ω|x, y1:t−1)],

where Pφ(yt) is the soft target.

Model Loss We simply choose a GRU as the decoder
component. Its output is fed into a MLP to generate the
probability of a wordThe overall model loss of the proposed
CVAE-KD contains two terms, i.e., CVAE loss and knowl-
edge distillation loss. The CVAE loss contains two terms,
and the first term is to calculate the reconstruction loss and
the second term is to force the latent variable z1 to approxi-
mate the latent variable z2, written as

LCV AE(x, y; θ, φ) = −DKL[qϕ(z2|X,Y )||pθ(z1|x)]
+Eqφ(z1|x,z2)[logpθ(y|z1, x)]

where pθ(z1|x) , qφ(z1|x, z2) and qϕ(z2|X,Y ) are respec-
tively calculated as

qφ(z1|x, z2) = N(z1;µx, µz2 , σx, σz2)

pθ(z1|x) = N(z1;µx, σx).

qϕ(z2|X,Y ) = N(z2;µX,Y , σX,Y ).

At last, the overall model loss is written as

Ltotal = αLCV AE + (1− α)Lkd.

Experiments
The experimental results on the real-world news-report
dataset are reported in Table 1 and 2. It is shown that the
proposed CVAE-KD achieves the best results w.r.t. BLEU
and ROUGE criteria. The corresponding BLEU-1, BLEU-
2, BLEU-3 and BLEU-4 scores of CVAE-KD are 28.0%,
44.4%, 27.6%, 14.8% higher than the second best model, re-
spectively. Similar observations could be found from Table
2. This verifies the effectiveness of the proposed approach.

Methods BLEU-1 BLEU-2 BLEU-3 BLEU-4
Seq2seq 32.69 7.65 4.85 2.75

Seq2seq+Attn 33.64 13.85 9.89 6.92
Pointer-

Generator 36.45 9.51 5.75 2.45

CVAE 33.5 14.07 10.04 6.97
CVAE-KD 46.67 20.32 12.81 8.00

Table 1: The BLEU results of all compared methods.

Methods ROUGE-1 ROUGE-2 ROUGE-L
Seq2seq 8.46 1.30 3.59

Seq2seq+Attn 15.66 3.02 3.89
Pointer-Generator 12.08 1.40 3.44

CVAE 16.69 3.32 4.65
CVAE-KD 18.27 2.64 6.95

Table 2: The ROUGE results of all compared methods.

Conclusion
This paper proposes the conditional variational autoen-
coders based approach with knowledge distillation (CVAE-
KD) to automatically generate long financial reports from
a piece of short news. Empirical results on a public news-
report dataset demonstrate that the proposed approach
achieves the state-of-the-art performance.
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