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Abstract

Affordable public transit services are crucial for communities since they enable residents to access employment, education, and other services. Unfortunately, transit services that provide wide coverage tend to suffer from relatively low utilization, which results in high fuel usage per passenger per mile, leading to high operating costs and environmental impact. Electric vehicles (EVs) can reduce energy costs and environmental impact, but most public transit agencies have to employ them in combination with conventional, internal-combustion engine vehicles due to the high upfront costs of EVs. To make the best use of a mixed fleet of vehicles, transit agencies need to optimize route assignments and charging schedules, which presents a challenging problem for large transit networks. We introduce a novel problem formulation to minimize fuel and electricity use by assigning vehicles to transit trips and scheduling them for charging, while serving an existing fixed-route transit schedule. We present an integer program for optimal assignment and scheduling, and we propose polynomial-time heuristic and meta-heuristic algorithms for larger networks. We evaluate our algorithms on the public transit service of Chattanooga, TN using operational data collected from transit vehicles. Our results show that the proposed algorithms are scalable and can reduce energy use and, hence, environmental impact and operational costs. For Chattanooga, the proposed algorithms can save $145,635 in energy costs and 576.7 metric tons of CO₂ emission annually.

1 Introduction

Affordable public transit services are the backbones of many communities, providing diverse groups of people with access to employment, education, and other services. Affordable transit services are especially important in low-income neighborhoods where residents might not be able to afford personal vehicles. However, transit services that provide wide and equitable coverage tend to suffer from low utilization—compared to concentrating service into a few high-density areas—which leads to higher fuel usage per passenger per mile. This in turn results in higher operating costs, which threatens affordability—a problem that has recently been exacerbated by the COVID-19 pandemic.

Further, low utilization also leads to high environmental impact per passenger per mile. In the U.S., 28% of total energy use is for transportation (EIA 2019). While public transit services can be very energy-efficient compared to personal vehicles, their environmental impact is significant nonetheless. For example, bus transit services in the U.S. may be responsible for up to 21.1 million metric tons of CO₂ (EPA 2020b) emission every year.

Electric vehicles (EVs) can have much lower operating costs and lower environmental impact during operation than comparable internal combustion engine vehicles (ICEVs), especially in urban areas. Unfortunately, EVs are also much more expensive than ICEVs: typically, diesel transit buses cost less than $500K, while electric ones cost more than $700K, or close to around $1M with charging infrastructure. As a result, many public transit agencies can afford only mixed fleets of transit vehicles, which may consist of EVs, hybrid vehicles (HEVs), and ICEVs.

Public transit agencies that operate such mixed fleets of vehicles face a challenging optimization problem. First, they need to decide which vehicles are assigned to serving which transit trips. Since the advantage of EVs over ICEVs varies depending on the route and time of day (e.g., advantage of EVs is higher in slower traffic with frequent stops, and lower on highways), the assignment can have a significant impact on energy use and, hence, on costs and environmental impact. Second, transit agencies need to schedule when to charge electric vehicles because EVs have limited battery capacity and driving range, and may need to be recharged during the day between serving transit trips. Since agencies often have limited charging capabilities (e.g., limited number of charging poles, or limited maximum power to avoid high peak loads on the electric grid), charging constraints can significantly increase the complexity of the assignment and scheduling problem.

Contributions: While an increasing number of transit agencies face these problems, there exist no practical solutions to the best of our knowledge. In this paper, we present a novel problem formulation and algorithms for assigning a mixed fleet of transit vehicles to trips and for scheduling the charging of electric vehicles. We developed this problem formulation in collaboration with the Chattanooga Area Regional Transportation Authority (CARTA), the public transit agency of Chattanooga, TN, which operates a fleet of EVs, HEVs, and ICEVs. To solve the problem, we introduce an integer program as well as greedy and simulated annealing algorithms.
nealing algorithms. We evaluate these algorithms using operational data collected from CARTA (e.g., vehicle energy consumption data, transit routes and schedules) and from other sources (e.g., elevation and street maps). Based on our numerical results, the proposed algorithms can reduce energy costs by up to $145,635 and CO₂ emissions by up to 576.7 metric tons annually for CARTA. We will make all data and the implementation of our algorithms publicly available (also attached as appendix to this submission).

Our problem formulation applies to a wide range of public transit agencies that operate fixed-route services. Our objective is to minimize energy consumption (i.e., fuel and electricity use), which leads to lower operating costs and environmental impact—as demonstrated by our numerical results. Our problem formulation considers assigning and scheduling for a single day (it may be applied to any number of consecutive days one-by-one), and allows any physically possible re-assignment during the day. Our formulation also allows capturing additional constraints on charging; for example, CARTA aims to charge only one vehicle at a time to avoid demand charges from the electric utility.

**Organization:** In Section 2, we describe our model and problem formulation. In Section 3, we introduce a mixed-integer program as well as greedy and simulated annealing algorithms. In Section 4, we provide numerical results based on real-world data from CARTA. In Section 5, we present a brief overview of related work. Finally, in Section 6, we summarize our findings and outline future work.

## 2 Transit Model and Problem Formulation

### Vehicles

We consider a transit agency that operates a set of **buses** \( V \). Note that we will use the terms **bus** and **vehicle** interchangeably. Each bus \( v \in V \) belongs to a **vehicle model** \( M_v \in M \). We assume that \( M \) is the set of all vehicle models in operation. We divide the set of vehicle models \( M \) into two disjoint subsets: liquid-fuel models \( M^{\text{gas}} \) (e.g., diesel, hybrid), and electric models \( M^{\text{elec}} \). Based on discussions with CARTA, we assume that vehicles belonging to a liquid-fuel model can operate all day without refueling. On the other hand, vehicles belonging to an electric model have limited battery capacity, which might not be enough for a whole day. For each electric vehicle model \( m \in M^{\text{elec}} \), we let \( C_m \) denote the **battery capacity** of vehicles of model \( m \).

**Locations** Locations \( \mathcal{L} \) include bus stops, garages, and charging stations in the transit network.

**Trips** During the day, the agency has to serve a given set of **transit trips** \( T \) using its buses. Based on discussions with CARTA, we assume that locations and time schedules are fixed for every trip. A bus serving trip \( t \in T \) leaves from trip origin \( p^{\text{orgin}} \in \mathcal{L} \) at time \( t^{\text{start}} \) and arrives at destination \( p^{\text{destination}} \in \mathcal{L} \) at time \( t^{\text{end}} \). Between \( p^{\text{orgin}} \) and \( p^{\text{destination}} \), the bus must pass through a series of stops at fixed times; however, since we cannot re-assign a bus during a transit trip, the locations and times of these stops are inconsequential to our model. Finally, we assume that any bus may serve any trip. Note that it would be straightforward to extend our model and algorithms to consider constraints on which buses may serve a trip (e.g., based on passenger capacity).

**Charging** To charge its electric buses, the agency operates a set of **charging poles** \( \mathcal{CP} \), which are typically located at bus garages or charging stations in practice. We let \( cp^{\text{location}} \in \mathcal{L} \) denote the location of charging pole \( cp \in \mathcal{CP} \).

For the sake of computational tractability, we use a discrete-time model to schedule charging, which divides time into uniform-length **time slots** \( S \). A time slot \( s \in S \) begins at \( s^{\text{start}} \) and ends at \( s^{\text{end}} \). A charging pole \( cp \in \mathcal{CP} \) can charge \( P(cp, M_v) \) energy to one electric bus \( v \) in one time slot. We will refer to the combination of a charging pole \( cp \in \mathcal{CP} \) and a time slot \( s \in S \) as a **charging slot** \((cp, s)\); and we let \( \mathcal{C} = \mathcal{CP} \times S \) denote the set of charging slots.

**Non-Service Trips** Besides serving transit trips, buses may also need to drive between trips or charging poles. For example, if a bus has to serve a trip that starts from a location that is different from the destination of the previous trip, the bus first needs to drive to the origin of the subsequent trip. An electric bus may also need to drive to a charging pole after serving a transit trip to recharge, and then drive from the pole to the origin of the next transit trip. We will refer to these deadhead trips, which are driven outside of revenue service, as **non-service trips**. We let \( T\{l_1, l_2\} \) denote the non-service trip from location \( l_1 \in \mathcal{L} \) to \( l_2 \in \mathcal{L} \); and we let \( D(l_1, l_2) \) denote the time duration of this non-service trip.

### 2.1 Solution Space

Our primary goal is to assign a bus to each transit trip. Additionally, electric buses may also need to be assigned to charging slots to prevent them from running out of power.

**Solution Representation** We represent a solution as a set of **assignments** \( A \). For each trip \( t \in T \), a solution assigns exactly one bus \( v \in V \) to serve trip \( t \); this assignment is represented by the relation \( \langle v, t \rangle \in A \). Secondly, each electric bus \( v \) must be charged before its battery state of charge drops below the safe level for operation. A solution assigns at most one electric bus \( v \) to each charging slot \( \langle cp, s \rangle \in \mathcal{C} \); this assignment is represented by the relation \( \langle v, \langle cp, s \rangle \rangle \in A \). We assume that when a bus is assigned for charging, it remains at the charging pole for the entire duration of the corresponding time slot.

**Constraints** If a bus \( v \) is assigned to serve an earlier transit trip \( t_1 \) and a later trip \( t_2 \), then the duration of the non-service trip from \( t_1^{\text{destination}} \) to \( t_2^{\text{origin}} \) must be less than or equal to the time between \( t_1^{\text{end}} \) and \( t_2^{\text{start}} \). Otherwise, it would not be possible to serve \( t_2 \) on time. We formulate this constraint as:

\[
\forall t_1, t_2 \in T; \quad t_1^{\text{start}} \leq t_2^{\text{start}}; \quad \langle v, t_1 \rangle \in A; \quad \langle v, t_2 \rangle \in A:
\]

\[
t_1^{\text{end}} + D(t_1^{\text{destination}}, \langle v, t_1 \rangle) \leq t_2^{\text{start}}
\]

Note that if the constraint is satisfied by every pair of non-consecutive trips assigned to a bus, then it is also satisfied by every pair of non-consecutive trips assigned to the bus.
We need to formulate similar constraints for non-service trips to, from, and between charging slots:

\[ \forall t \in T; \ (cp, s) \in C; \ t_{\text{start}} \leq s_{\text{start}}; \ (v, t), (v, (cp, s)) \in A : \ t_{\text{end}} + D(t_{\text{destination}}, cp_{\text{location}}) \leq s_{\text{start}} \]

\[ \forall t \in T; \ (cp, s) \in C; \ t_{\text{start}} \geq s_{\text{start}}; \ (v, t), (v, (cp, s)) \in A : \ s_{\text{end}} + D(cp_{\text{location}}, t_{\text{origin}}) \leq t_{\text{start}} \]

\[ \forall (cp_1, s_1), (cp_2, s_2) \in C ; \ s_{\text{start}} \leq s_{\text{start}}; \ (v, (cp_1, s_1)), (v, (cp_2, s_2)) \in A : \ s_{\text{end}} + D(cp_{\text{location}}) \leq s_{\text{end}} \]

We also need to ensure that electric buses never run out of power. First, we let \( \mathcal{N}(A, v, s) \) denote the set of all non-service trips that bus \( v \) needs to complete by the end of time slot \( s \) according to the set of assignments \( A \). In other words, \( \mathcal{N}(A, v, s) \) is the set of all necessary non-service trips to the origins of transit trips that start by \( s_{\text{end}} \) and to the locations of charging slots that start by \( s_{\text{end}} \). Next, we let \( E(v, t) \) denote the amount of energy used by bus \( v \) to drive a transit or non-service trip \( t \). Then, we let \( e(A, v, s) \) be the amount of energy used by bus \( v \) for all trips completed by the end of time slot \( s \):

\[ e(A, v, s) = \sum_{t \in \mathcal{N}(A, v, s)} E(v, t) + \sum_{t \in T, (v, t) \in A, t_{\text{end}} \leq s_{\text{end}}} E(v, t) \]

Similarly, we let \( r(A, v, s) \) be the amount of energy charged to bus \( v \) by the end of time slot \( s \):

\[ r(A, v, s) = \sum_{cp, s \in C \setminus (v, (cp, s)) \in A, s_{\text{end}} \leq s_{\text{end}}} P(cp, M_v) \]

Since a bus can be assigned for charging only to complete time slots, the minima and maxima of its battery level will be reached at the end of time slots. Therefore, we can express the constraint that the battery level of bus \( v \) must always remain between 0 and the battery capacity \( C_{M_v} \) as:

\[ \forall v \in V, \forall s \in S : \ 0 < r(A, v, s) - e(A, v, s) \leq C_{M_v} \]

Note that we can give vehicles an initial battery charge by adding “virtual” charging slots before the day starts.

### 2.2 Objective

Our objective is to minimize the energy use of the transit vehicles. We can use this objective to minimize both environmental impact and operating costs by imposing the appropriate cost factors on the energy use of liquid-fuel and electric vehicles. We let \( K^{\text{gas}} \) and \( K^{\text{elec}} \) denote the unit costs of energy use for liquid-fuel and electric vehicles, respectively. Then, by applying the earlier notation \( e(A, v, s) \) to all vehicles, we can express our objective as:

\[ \min_{A} \sum_{v \in V : M_v \in M^{\text{gas}}} K^{\text{gas}} \cdot e(A, v, s_{\text{\infty}}) + \sum_{v \in V : M_v \in M^{\text{elec}}} K^{\text{elec}} \cdot e(A, v, s_{\text{\infty}}) \]

where \( s_{\text{\infty}} \) denotes the last time slot of the day.

### 3 Algorithms

Since this optimization problem is computationally hard (see proof sketch in an online appendix (Sivagnanam et al. 2020)), we first present an integer program to find optimal solutions for smaller instances (Section 3.1). Then, we introduce efficient greedy (Section 3.2) and simulated annealing algorithms (Section 3.3), which scale well for larger instances. Due to lack of space, we include less important subroutines in the online appendix (Sivagnanam et al. 2020).

#### 3.1 Integer Program

**Variables** Our integer program has five sets of variables. Three of them are binary to indicate assignments and non-service trips. First, \( a_{v,t} = 1 \) (or 0) indicates that trip \( t \) is assigned to bus \( v \) (or that it is not). Second, \( a_{v, (cp, s)} = 1 \) (or 0) indicates that charging slot \( (cp, s) \) is assigned to electric bus \( v \) (or not). Third, \( m_{v, x_1, x_2} = 1 \) (or 0) indicates that bus \( v \) takes the non-service trip between a pair \( x_1 \) and \( x_2 \) of transit trips and/or charging slots (or not). Note that for requiring non-service trips (see Equations (1) to (4)), we will treat transit trips and charging slots similarly since they induce analogous constraints. There are also two sets of continuous variables. First, \( e_{v,s} \in [0, C_{M_v}] \) represents the amount of energy charged to electric bus \( v \) in time slot \( s \). Second, \( e_{v,s} \in [0, C_{M_v}] \) represents the battery level of electric bus \( v \) at the start of time slot \( s \) (considering energy use only for trips that have ended by that time). Due to the continuous variables, our program is a mixed-integer program.

**Constraints** First, we ensure that every transit trip is served by exactly one bus:

\[ \forall t \in T : \sum_{v \in V} a_{v,t} = 1 \]

Second, we ensure that each charging slot is assigned at most one electric vehicle:

\[ \forall (cp, s) \in C : \sum_{v \in V} a_{v, (cp, s)} \leq 1 \]

Next, we ensure that Equations (1) to (4) are satisfied. We let \( F(x_1, x_2) \) be true if a pair \( x_1, x_2 \) of transit trips and/or charging slots satisfies the applicable one from Equations (1) to (4); and let it be false otherwise. Then, we can express these constraints as follows:

\[ \forall v \in V, \forall x_1, x_2, \neg F(x_1, x_2) : a_{v, x_1} + a_{v, x_2} \leq 1 \]

When a bus \( v \) is assigned to both \( x_1 \) and \( x_2 \), but it is not assigned to any other transit trips or charging slots in between (i.e., if \( x_1 \) and \( x_2 \) are consecutive assignments), then bus \( v \) needs to take a non-service trip:

\[ m_{v, x_1, x_2} \geq a_{v, x_1} + a_{v, x_2} - 1 - \sum_{x \in T \cup C : x_{\text{start}} \leq z_{\text{start}} \leq x_{\text{end}}} a_{v, x} \]

Note that if \( x_1 \) ends at the same location where \( x_2 \) starts, then the non-service trip will take zero time and energy.
Finally, we ensure that the battery levels of electric buses remain between zero and capacity. First, for each slot \( s \) and electric bus \( v \), the amount of energy charged \( c^e_v \) is subject to

\[
c^e_v \leq \sum_{(cp,s) \in C} a_{v,(cp,s)} \cdot P(cp, M_v).
\]

Then, for the \((n+1)th\) time slot \( s_{n+1} \) and for an electric bus \( v \), we can express variable \( e^v_s \) as

\[
e^v_s = e^v + e^v_{n+1} - \sum_{t \in T : s_{n+1}^m < s_{n+1}^e \leq s_n} a_{v,t} \cdot E(v,t)
- \sum_{x_1, x_2 : s_{n+1}^m < s_{n+1}^e \leq s_{n+1}} m_{v,x_1,x_2} \cdot E(v, T(x_1, x_2))
\]

where \( s_n \) is the \((n)th\) slot. Note that since \( e^v_s \in [0, C_M] \), this constraint ensures that Equation (7) is satisfied.

**Objective** We can express Equation (8) as minimizing

\[
\sum_{v \in V} K^{M_M} \left[ \sum_{t \in T} a_{v,t} \cdot E(v,t) + \sum_{x_1, x_2 : T(x_1, x_2) \in T \cup C} m_{v,x_1,x_2} \cdot E(v, T(x_1, x_2)) \right]
\]

where \( K^{M_M} \) is \( K^{\text{elec}} \) if \( M_0 \in \mathcal{M}^{\text{elec}} \) and \( K^{\text{gas}} \) otherwise.

**Complexity** The integer program contains both variables and constraints in the order of \( \mathcal{O}(|V| \cdot |T|^2) \).

### 3.2 Greedy Algorithm

Next, we introduce a polynomial-time greedy algorithm. The key idea of this algorithm is to choose between assignments based on a biased cost instead of the actual cost.

**Algorithm 1: BiasedCost(\( \mathcal{A}, v, x, \alpha \))**

if \( x \in T \)

\[ \text{cost} \leftarrow E(v,x) \]

else

\[ \text{cost} \leftarrow 0 \]

Later = \( \{ \hat{x} \in T \cup C \mid \langle v, \hat{x} \rangle \in \mathcal{A} \land \hat{x}^{end} \leq x^{start} \} \)

if Earlier \( \neq \emptyset \)

\[ x^{prev} = \arg\max_{\hat{x} \in \text{Earlier}} \hat{x}^{end} \]

\[ m^{prev} \leftarrow T(\hat{x}^{\text{destination}}, \hat{x}^{\text{origin}}) \]

\[ \text{cost} \leftarrow \text{cost} + E(v, m^{prev}) + \alpha \cdot (x^{start} - x^{end}) \]

Later = \( \{ \hat{x} \in T \cup C \mid \langle v, \hat{x} \rangle \in \mathcal{A} \land x^{end} \leq \hat{x}^{start} \} \)

if Later \( \neq \emptyset \)

\[ x^{next} = \arg\min_{\hat{x} \in \text{Later}} \hat{x}^{start} \]

\[ m^{next} \leftarrow T(\hat{x}^{\text{destination}}, \hat{x}^{\text{origin}}) \]

\[ \text{cost} \leftarrow \text{cost} + E(v, m^{next}) + \alpha \cdot (x^{end} - x^{start}) \]

Result: \( \text{cost} \)

**Biased Energy Cost** Our greedy approach uses Algorithm 1 to compute a biased energy cost of assigning a bus \( v \) to a transit trip or charging slot \( x \). If \( x \) is a transit trip (i.e., \( x \in T \)), then the base cost of the assignment is \( E(v,x) \). If \( x \) is a charging slot, then the base cost is zero. To compute the actual cost, the algorithm checks if bus \( v \) is already assigned to any earlier (or later) transit trips or charging slots. If it is, then it factors in the cost of the moving trip \( m^{prev} \) and \( m^{next} \) from the preceding (and to the following) assignment \( x^{prev} \) and \( x^{next} \). Finally, the algorithm adds a bias to the actual cost based on the waiting time between \( x^{end} \) and \( x^{start} \) (if \( x^{prev} \) exists) and between \( x^{next} \) and \( x^{end} \) (if \( x^{next} \) exists). By adding these waiting times to the cost with an appropriate factor \( \alpha > 0 \), we nudge the greedy selection towards increasing bus utilization and minimizing layoffs. The time complexity of this algorithm is \( \mathcal{O}(|T \cup C|) \).

Algorithm 2 shows our iterative greedy approach for assigning transit trips and charging slots to buses. The algorithm begins by computing the biased assignment cost for each pair of a bus \( v \) and transit trip \( t \) using BiasedCost(\( \mathcal{A}, v, t, \alpha \)). Starting with an empty set \( \mathcal{A} = \emptyset \), the algorithm then iteratively adds assignments \( \langle v, t \rangle \in \mathcal{V} \times T \) to the set, always choosing an assignment with the lowest biased cost BiasedCost(\( \mathcal{A}, v, t, \alpha \)) (breaking ties arbitrarily). After each iteration, the biased costs \( \mathcal{E} \) for the chosen vehicle \( v \) are updated by Update, which also adds charging slot assignments as necessary (see the online appendix (Sivagnanam et al. 2020)). The algorithm terminates once all trips are assigned (or if it fails to find a solution). The time complexity of Update is \( \mathcal{O}(|T| \cdot |V| + |T| \cdot |C| \cdot |X'| \ln |X'|) \), where \( X' = T \cup C \). Since typically \( |T| \gg |V| \), the complexity can be simplify into \( \mathcal{O}(|T| \cdot |C| \cdot |X'| \ln |X'|) \). Accordingly, the time complexity of the greedy algorithm is \( \mathcal{O}(|T|^2 \cdot |C| \cdot |X'| \ln |X'|) \).

### 3.3 Simulated Annealing

Finally, we introduce a simulated annealing algorithm, which improves upon the output of the greedy algorithm using iterative random search. Starting from a greedy solution, the search takes significantly less time than starting from random solution. The key element of this algorithm is choosing a random “neighboring” solution in each iteration.
Algorithm 3: RandomNeighbor($\mathcal{A}, p_{\text{swap}}$)

NumberofSwaps $\leftarrow \max\{1, |\mathcal{A}| \cdot p_{\text{swap}}\}$
for $1, \ldots, \text{NumberofSwaps}$ do
  $v_1, v_2 \leftarrow \text{UniformRandom}(\mathcal{V})$
  $T_1 \leftarrow \{t \in T \mid (v_1, t) \in \mathcal{A}\}$
  $T_2 \leftarrow \{t \in T \mid (v_2, t) \in \mathcal{A}\}$
  $\text{SplitTime} \leftarrow \text{UniformRandom}([s_{\text{start}}, s_{\text{end}}])$
  $\text{SwapTStart} \leftarrow \text{SplitByStartTime}((T_1, T_2), \text{SplitTime})$
  for $t \in T_{\text{swap}}$ do
    if $t \in T_1$ then
      $\mathcal{A} \leftarrow \mathcal{A} \setminus \{(v_1, t)\} \cup \{(v_2, t)\}$
    else
      $\mathcal{A} \leftarrow \mathcal{A} \setminus \{(v_2, t)\} \cup \{(v_1, t)\}$
  end
Result: $\mathcal{A}$

Random Neighbor Simulated annealing uses Algorithm 3 to generate a random neighbor for a candidate solution $\mathcal{A}$. The algorithm first chooses two vehicles $v_1, v_2$ at random from $\mathcal{V}$. Next, the algorithm enumerates all the trips $T_1$ and $T_2$ that are assigned to these vehicles in solution $\mathcal{A}$, chooses a random point in time SplitTime during the day, and splits all these trips into two sets $T_{\text{swap}}$ and $T_{\text{noswap}}$ based on the start times of the trip and SplitTime. Finally, the algorithm swaps all the trips in $T_{\text{swap}}$ between $v_1$ and $v_2$ (i.e., trips that were assigned to $v_1$ are reassigned to $v_2$ and vice versa). The algorithm then repeats this process from the beginning until the desired number of swap operations $|\mathcal{A}| \cdot p_{\text{swap}}$ is reached. The time complexity of this algorithm is $O(|\mathcal{A}| \cdot (|T| + |\mathcal{V}|))$.

Algorithm 4: Simulated Annealing($\mathcal{V}, T, C, \alpha, k_{\text{max}}, p_{\text{start}}, p_{\text{end}}, p_{\text{swap}}$)

$\mathcal{A} \leftarrow \text{Greedy}(\mathcal{V}, T, C, \alpha)$
Solutions $\leftarrow \{\mathcal{A}\}$
$T_{\text{start}} \leftarrow \frac{1}{p_{\text{start}}}$
$T_{\text{end}} \leftarrow \frac{1}{p_{\text{end}}}$
$T_{\text{rate}} \leftarrow \frac{T_{\text{end}}}{T_{\text{start}}}$
$T_k \leftarrow T_{\text{start}}$
$\delta_{\text{avg}} \leftarrow 0$
for $k = 1, 2, \ldots, k_{\text{max}}$ do
  $\mathcal{A}' \leftarrow \text{RandomNeighbor}(\mathcal{A}, p_{\text{swap}})$
  $\delta_e \leftarrow \text{Cost}(\mathcal{A}') - \text{Cost}(\mathcal{A})$
  if $k = 1$ then
    $\delta_{\text{avg}} \leftarrow \delta_e$
  else
    $\text{AcceptProbability} \leftarrow \exp\left(-\frac{\delta_e}{\delta_{\text{avg}}t_k}\right)$
    if $\text{Cost}(\mathcal{A}') < \text{Cost}(\mathcal{A})$ or $\text{AcceptProbability} > \text{UniformRandom}(0, 1)$ then
      $\mathcal{A} \leftarrow \mathcal{A}'$
      $\delta_{\text{avg}} \leftarrow \delta_{\text{avg}} + \frac{\delta_e - \delta_{\text{avg}}}{|\text{Solutions}|}$
      Solutions $\leftarrow \text{Solutions} \cup \{\mathcal{A}\}$
      $t_k \leftarrow T_k \cdot T_{\text{rate}}$
    end
  end
$\mathcal{A}^* \leftarrow \text{argmin}_{\mathcal{A} \in \text{Solutions}} \text{Cost}(\mathcal{A}')$
Result: $\mathcal{A}^*$

Algorithm 4 shows our simulated annealing approach. First, the algorithm obtains an initial solution $\mathcal{A}$ using Algorithm 2. Then, it follows an iterative process. In each iteration, the algorithm obtains a random neighboring solution $\mathcal{A}'$ of the current solution $\mathcal{A}$ using RandomNeighbor. If the energy cost Cost (see Equation (8)) of $\mathcal{A}'$ is lower than the energy cost of $\mathcal{A}$, then the algorithm always accepts $\mathcal{A}'$ as the new solution. Otherwise, the algorithm computes the probability AcceptProbability of accepting it based on a decreasing temperature value $t_k$ and the cost difference between $\mathcal{A}'$ and $\mathcal{A}$, and then accepts $\mathcal{A}'$ at random. The algorithm terminates after a fixed number of iterations $k_{\text{max}}$ and returns the best solution found up to that point. The time complexity of this algorithm is $O(k_{\text{max}} \cdot |T| \cdot (|T| + |\mathcal{V}|))$.

4 Numerical Results

We evaluate our algorithms using data collected from CARTA. We will release the complete dataset as well as our implementation publicly.

4.1 Dataset

Public Transit Schedule We obtain the schedule of the transit agency in GTFS format, which includes all trips, time schedules, bus stop locations, etc. Trips are organized into 17 bus lines (i.e., bus routes) throughout the city. For our numerical evaluation, we consider trips served during weekdays (Monday to Friday) since these are the busiest days. Each weekday, the agency must serve around 850 trips using 3 electric buses of model BYD K9S, and 50 diesel and hybrid buses of various models.

Energy Use Prediction To estimate the energy usage of each transit and non-service trip, we use a neural network based prediction model, which we train on high-resolution historical data. CARTA has installed sensors on its mixed-fleet of vehicles, and it has been collecting data continuously for over a year at 1-second intervals from 3 electric, 41 diesel, and 6 hybrid buses. To train the predictor, we select 6 months of data from 3 electric vehicles (BYD K9S buses) and 3 diesel vehicles (2014 Gillig Phantom buses). We obtain 0.1 Hz timeseries data from onboard telemetry devices, which record location (GPS), odometer, battery current, voltage, and charge (for EVs), and fuel level and usage (for diesel). In total, we obtain around 6.6 million datapoints for electric buses and 1.1 million datapoints for hybrid buses (fuel data was recorded less frequently).

We augment this dataset with additional features related to weather, road, and traffic conditions to improve our energy-use predictor. We incorporate hourly predictions of weather features, which are based on data collected using Dark Sky API (Sky 2019) at 5-minute intervals. Weather features include temperature, humidity, pressure, wind speed, and precipitation. We include road-condition features based on a street-level map of the city obtained from OpenStreetMap. We also include road gradients, which we compute along transit routes using an elevation map that is based on high-accuracy LiDAR data from the state government. Finally, we
incorporate predictions of traffic conditions, which are based on data obtained using HERE Maps API (HERE 2020). Note that we present more detailed description of the dataset in (Ayman et al. 2021).

In total, we use 26 different features to train neural network models for energy prediction. Our neural network has one input, two hidden, and one output layer, all using sigmoid activation. We chose this architecture based on its accuracy after comparing it to various other regression models. We train a different prediction model for each vehicle model, which we then use to predict energy use for every trip. For 30-minute trips, the mean absolute percentage error of the energy predictor is 8.4% for diesel and 13.1% for electric vehicles. For an entire day of service, the error is only 1.5% and 2.6%, respectively.

**Non-Service Trips** Since non-service trips are not part of the transit schedule, we need to plan their routes and estimate their durations. For this, we use the Google Directions API, which we query for all 2,070 possible non-service trips (i.e., for every pair of locations in the network) for each 1-hour interval of a selected weekday from 5am to 11pm. The response to each query includes an estimated duration as well as a detailed route, which we combine with our other data sources and then feed into our energy-use predictors.

**Charging Rate, Energy Costs, and CO₂ Emissions** Electric buses of model BYD K9S have a battery capacity of 270 kWh, and the charging poles of the agency can charge a BYD K9S model bus at the rate of 65 kWh/h. We consider 3 charging poles for our numerical evaluation. Based on data from the transit agency, we consider electricity cost to be $9.602 per 100 kWh and diesel cost to be $2.05 per gallon. Finally, based on data from EPA (EPA 2020a), we calculate CO₂ emissions for diesel vehicles as 8.887 kg/gallons and for electric vehicles as 0.707 kg/kWh.

### 4.2 Results

For all experiments, we set the length of time slots to be 1 hour. For experiments with small problem instances, we set the wait-time factor (see Algorithm 1) to \( \alpha = 0.00004 \) for electric buses and to \( \alpha = 0.00002 \) for liquid-fuel buses; swapping rate to \( p_{\text{swap}} = 0.03 \) (see Algorithm 3); simulated-annealing iterations, initial probability, and final probability to \( k_{\text{max}} = 50,000 \), \( p_{\text{start}} = 0.1 \), and \( p_{\text{end}} = 0.07 \), respectively (see Algorithm 4). For experiments with complete daily schedules, we set wait-time factor (see Algorithm 1) to \( \alpha = 0.001 \) for electric buses and to \( \alpha = 0.00002 \) for liquid-fuel buses; swapping rate to \( p_{\text{swap}} = 0.05 \); simulated-annealing iterations, initial probability, and final probability to \( k_{\text{max}} = 50,000 \), \( p_{\text{start}} = 0.2 \), and \( p_{\text{end}} = 0.09 \), respectively.

We found these to be optimal configuration based on a grid search of the parameter space. Due to the lack of space, we include these search results in an online appendix (Sivagnanam et al. 2020).

![Figure 1: Computation times using integer program ( ), simulated annealing ( ), and greedy algorithm ( ) compared to optimal assignments (found using the integer program).](image)

**Solution Quality** Next, we evaluate the performance of our algorithms with respect to solution quality, that is, energy cost. Note that we present CO₂ results in an online appendix (Sivagnanam et al. 2020). We use the exact same setting as in the previous experiment (Figure 1). Note that for larger instances, solving the IP is infeasible. Figure 2 shows that simulated annealing performs slightly better than greedy; however, neither perform as well as IP (which is op-
Due to the high upfront costs of EVs, many public transit agencies can only afford to operate mixed fleets of EVs, HEVs, and ICEVs. In this paper, we formulated the novel problem of minimizing operating costs and environmental impact through assigning trips and scheduling charging for mixed fleets of public transit vehicles; and we provided efficient greedy and simulated annealing algorithms. Based on real-world data from CARTA, we demonstrated that these algorithms scale well for larger instances and can provide significant savings in terms of energy costs and CO$_2$ emission. Even though our approaches perform better than existing real-world assignments, there remains a significant gap to optimal solutions (at least for smaller instances). In future work, we will strive to improve our algorithms to close this gap and to provide further saving to transit agencies. We are also publicly releasing our dataset to facilitate open research in this direction.
Acknowledgments

We thank the anonymous reviewers of this paper who provided their valuable feedback and suggestions. This material is based upon work supported by the Department of Energy, Office of Energy Efficiency and Renewable Energy (EERE), under Award Number DE-EE0008467. Disclaimer: This report was prepared as an account of work sponsored by an agency of the United States Government. Neither the United States Government nor any agency thereof, nor any of their employees, makes any warranty, express or implied, or assumes any legal liability or responsibility for the accuracy, completeness, or usefulness of any information, apparatus, product, or process disclosed, or represents that its use would not infringe privately owned rights. Reference herein to any specific commercial product, process, or service by trade name, trademark, manufacturer, or otherwise does not necessarily constitute or imply its endorsement, recommendation, or favoring by the United States Government or any agency thereof. The views and opinions of authors expressed herein do not necessarily state or reflect those of the United States Government or any agency thereof.

This work was completed in part with resources provided by the Research Computing Data Core at the University of Houston and in part using cloud research credits provided by Google.

Ethics Statement

Our research did not involve any personally identifiable information.

Our objective formulation minimizes fuel and electricity usage (both measured as energy), both of which are scaled by factors ($K_{gas}$ and $K_{elec}$). In the evaluation, we set these factors to the prices paid by the agency for fuel and electricity; hence, minimizing energy usage minimizes the agency’s monetary cost. Please note that we could tweak these factors to consider other goals, e.g., minimize environmental impact by setting the factors to the environmental footprint of fuel and electric energy usage.
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