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Abstract
In this study, we proposed an approach to automatically generating court view from the fact description of a legal case. This is a text-to-text natural language generation problem, and it can help the automatic legal document generation. Due to the specialty of the legal domain, our model exploits the charge and law article information in the generation process, instead of utilizing just the fact description text. The BERT model is used as the encoder and a Transformer architecture is used as decoder. To smoothly integrate these two parts together, we employ two separate optimizers for the two components during the training process. The experiments on two data sets of Chinese legal cases show that our approach outperforms other methods.

Introduction
Previous studies in legal domain mainly focus on classifying legal documents, retrieving relevant cases, and predicting charge labels and law articles given the fact description of a case. An area that has not been explored much is the automatic generation of legal text, especially the text that have latent legal logic or knowledge, such as the court opinion section of a written judgment.

One of the most common legal document types is the document of written judgment. Almost for every case that is processed by the court or judges, there will be such a document. In the Chinese legal system, it is called “判决书” or “裁判文书”. In the judgment document, there is always a section called “court view” or “court opinion” (“本院认为” in Chinese), which explains the charge decision by the judges and usually also cites the applied law articles. This section is the core part of a legal judgment document. Another important section is the “fact description” (“案件事实”) part, which describes the facts of the case. Judges write the court view part based on the case facts, relevant law articles and charges. And following the court view part, there is a section called “court decision” or “judgment” (“判决结果”), which is the court’s final decision based on the rationales described in the court view section. An example of a Chinese case judgment document is shown in Figure 1. This figure shows two parts of the judgment document, the fact description and the court opinion parts. The words in red indicates that it is the start of the corresponding part (fact description or court view). And the words in blue indicate the start of the final decision part.

This study focuses on generating the court view part, excluding the court final decision part. Automatic court opinion generation has many benefits and real applications. For example, it can reduce the workload of judges on writing court opinions, especially for simple cases but in large amount. It also benefits the individuals seeking legal advice. Nowadays, more and more people seek legal advice online. One common scenario is that the individual writes a paragraph of text that describes the facts, and wants to know the opinion of judges or legal professionals on that. Automatic court opinion generation is a good tool for this type of scenarios, especially for types of legal cases that are simple but with a large volume. Our algorithm is being deployed in several Chinese intelligent court systems and some legal consulting service platforms. These legal consulting service systems provide free online services for individuals, especially for the ones in the remote areas in China, where it is hard for low-income people to access in-person legal service, due to its expensiveness and the lack of legal professionals.

Court view generation is a text-to-text generation problem, but compared to other text generation problems, such as text summarization, it is more challenging, since it needs to deduce the latent information from the facts, and generate the opinion text that is both law and charge discriminative. In order to generate such type of court view, we proposed a court opinion generation model that has the following features: 1. It is based on the Transformer (Vaswani et al., 2017).
2017) architecture, but we use the BERT model (Devlin et al., 2019) as the fact description and law article encoder, to better exploit the grammar and semantic information of tokens learned by the pre-trained model. 2. Since the BERT encoder is pre-trained and the decoder is not, in order to smoothly integrate these two parts together for better generation performance, we employ two separate optimizers for these two components during the training process. 3. To make the court view more law and charge discriminative, we utilize the charge and law article information in the generation process; they are encoded and attended by the Transformer decoders. The above three points are also the main contributions of this study.

Automatic law article prediction has been studied by several studies, and there are already many studies on charge label prediction, so these two prediction tasks are not the focus of this study. In this study, we extract the charge label and law articles from the case documents. Jointly learning the court view generation and prediction of charge label and law articles will be one of our future studies.

**Related Studies**

Previous studies on legal assistant system mainly focus on the fields of legal case retrieval (Chen et al. 2013; Raghav et al. 2016), case classification (Nallapati and Manning, 2008; Wang et al. 2018), legal case data set analysis (Locke and Zuccon, 2018; Du et al. 2019), charge label prediction and law article prediction (Liu and Liao, 2005; Liu and Hsieh, 2006; Liu et al. 2015; Luo et al. 2017; Yang et al. 2019b). They use either the traditional machine learning models or neural networks. Ye et al. (2018) use LSTM based sequence to sequence (seq2seq) model with attention (Sutskever et al. 2014; Vaswani et al. 2017) to generate court view from fact description.

Sequence to sequence learning has been used in a variety of language generation applications. It has attracted much attention in recent years due to the advance of deep learning. Our model also belongs to this widely used seq2seq paradigm (Sutskever et al. 2014). Rush et al. (2015) and Nallapati et al. (2016) were among the first to use the neural encoder decoder structure in text summarization. See et al. (2017) enhance this model with a pointer generator network which allows it to copy words from the source text. Paulus et al. (2018) present a deep reinforced model for abstractive summarization which handles the coverage problem with an intra-attention mechanism. Celikyilmaz et al. (2018) propose an abstractive system where multiple agents represent the document together with a hierarchical attention mechanism for decoding. Narayan et al. (2018) propose an abstractive model suitable for single sentence summaries.

Pre-training has been widely used in natural language processing (NLP) tasks to learn better language representation, and several new pre-trained models have been published recently, such as BERT (Devlin et al. 2019), XLNet (Yang et al. 2019a), RoBERTa (Liu et al. 2019), ALBERT (Lan et al. 2019), ELMO (Peters, et al. 2018), etc. The pre-training on large amount of unlabeled data and fine-tuning with small scale labeled data are helpful for many tasks, and it is also used in the encoder part of our model in this work. Devlin et al. (2019) proposed BERT based on masked language modeling and next sentence prediction, and achieved state-of-the-art results on multiple NLP tasks. There are also some works on pre-training the encoder-decoder model for language generation (Rothe et al., 2019; Edunov et al., 2019; Liu and Lapata, 2019; Song et al., 2019). Liu and Lapata (2019) introduce a document-level encoder based on BERT and propose a fine-tuning schedule which adopts different optimizers for the encoder and the decoder. The main differences between our model and others are that we utilize the charge and law article information in the decoding process, in order to generate judge opinions that have more legal basis. Our model also uses the pre-trained BERT model as encoder and a non-pre-trained Transformer as decoder, and they use two separate optimizers.

**Opinion Generation Model**

In this section, we first describe the high-level encoder-decoder structure, and then present the fact description encoder, law article encoding, and the Transformer decoder in details. Figure 2 shows the high-level model structure. The
The fact description is encoded by a pre-trained BERT model, shown on the left side of the diagram. The charge label embedding is learned during the training process. Each case may have multiple law articles applied, and their embeddings are aggregated together to one vector representing all the articles for this case. The right side is the decoder part, which is based on the Transformer architecture, consisting of 6 layers of decoders. The fact embedding, charge embedding, and the aggregated law article embedding are fed to each of the decoder layers, and used by the multi-head attention layer described later. The charge embedding and law article embedding are also used at the final softmax layer of the Transformer decoder, in order to add more context to help the decoder choose the correct token.

**Transformer Decoder**

Figure 2 shows that there is a stack of six decoders in the decoding side. There are two multi-head attention layers in each decoder, one is a masked multi-head self-attention, and the other one is the decoder attended on the three types of contexts, i.e., the fact description embedding, charge label embedding and law article embedding. After each attention layer and the feedforward layer, there is an Add&Normalize layer.

**Multi-head Attention**

In the multi-head attention structure, attention is computed not once but multiple times, in parallel and independently. The outputs are concatenated and linearly transformed. The following equation shows how one head of the scaled dot-product attention is computed:

$$Attention(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V$$  \hspace{1cm} (1)

where $Q$ is a matrix that contains the query (vector representation of one word in the sequence), $K$ are all the keys (vector representations of all the words in the sequence), and $V$ are the values. For the first multi-head attention layer in each decoder, $V$ consists of the same word sequence as $Q$. However, for the second attention module in each decoder, it considers the decoder sequence, the fact embedding, charge embedding and law article embedding, and therefore, here $V$ is different from the sequence represented by $Q$.

**Model Training and Inference**

In our model, the encoder is based on a pre-trained BERT model, and the decoder component is not pre-trained. It is obvious that there is a mismatch between these two components, because one is pre-trained and the other one needs to be completely trained. This may make the training process unstable, e.g. one component is underfitted and the other one
is overfitted. One way to handle this is to use two different optimizers for the two components. In our model implementation, two Adam optimizers are used. Each has its own learning rates and warmup steps. These values will be set so that the pre-trained BERT model should be fine-tuned with a smaller learning rate and decay, when the decoder becomes stable. This is to make sure that the BERT model to be fine-tuned with more accurate gradients. The learning rate update is illustrated by the following equation:

$$ learnRate = learnRate \times \min(s^{0.5}, s^{w-1.5}) $$

where $s$ is the step and $w$ is the warmup value.

For inference, we use beam search, whose size is set to 4, to find the best sequence. The generated word sequences will be ranked and the one with the largest value will be chosen.

**Experiments and Results**

**Data Set Preparation and Evaluation Metrics**

**Data Sets**

Our experiments of comparing different generation approaches were conducted on two data sets. Data set 1 was created by ourselves, and data set 2 was from (Ye et al., 2018). The data in both data sets are originally from the legal documents in China Judgements Online1. There is no duplicate between these two data sets. Data set 2 contains criminal cases, while data set 1 have many more cases and covers more sub-types. The basic statistics of the two data sets are presented in Table 1. The total number of unique law articles in these two data sets are 308, and there are 78 unique charges. On average, each case has about two law articles applied to it. In this study, we only focus on the cases with one charge; the complicated cases are left for future study. The full list of charges in Chinese legal system is available online2.

**Data Preparation**

Similar to previous studies on Chinese legal cases, we extract the fact descriptions, court opinions, law articles and charge labels using regular expressions. These cases are written by judges, and the format are pretty standard. The paragraph started with “经审理查明” (“the court identified that”) is extracted as the fact description. The part between “本院认为” (“the court holds that”) and the decision “判决如下” (“the court decision is as follows”) are extracted as the rationales/opinions/views. Nearly all the samples in the two data sets match this pattern. In order to meet the text length limitation of pre-trained BERT, a threshold of 510 tokens is set up for both fact description and court opinion parts. Facts and opinions longer than that are stripped, and they will be studied in the future. Charges and law articles are also easy to be extracted using regular expressions.

**Special Tokens**

We use “<DATE>” to replace dates in the data sets. In the Chinese legal system, numbers and entity names may affect the applied laws, charges and the final decision. For example, for a drug trafficking or bribery case, the amount of drug and money will definitely affect the charge, applied law articles and the number of years in prison. To handle this, we use a data-driven approach – we extracted all the numbers from the two data sets, and based on the analysis of these numbers, we split them into 20 buckets based on their magnitudes. These 20 buckets are represented by 20 symbols. Types of entities may also affect a case in terms of the charge, applied law articles and the final judgment. For example, in a bribery case, a government employee and a private company employee would get different charges. To handle this case, we converted the entities of private companies, state-owned companies and government agents to three different symbols. Government agents are easy to identify by using regular expression and rules. We use a lookup service, which provides lookup of most state-owned companies, to check if a company is state-owned. Individual names are converted to special symbol.

**Law Article Data Set**

As mentioned before, we need the definition of law articles to generate their embeddings. We processed 308 law articles. Their descriptions/definitions are collected from the website of the Chinese Highest Court3. One article example is shown in Figure 3. A charge label may connect to one or more articles, and one article can also connect to one or more charge labels.

**Evaluation Metrics**

To evaluate the effectiveness of our approach, we use a quantitative comparison between the true court opinion, the one extracted from the real case, and the automatically generated one. This approach has been used by many previous studies in text summarization tasks. We use both BLEU-4

<table>
<thead>
<tr>
<th>Data set attribute</th>
<th>Data set 1</th>
<th>Data set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training data</td>
<td>521,500</td>
<td>153,706</td>
</tr>
<tr>
<td>Validation data</td>
<td>25,000</td>
<td>9,152</td>
</tr>
<tr>
<td>Test data</td>
<td>30,000</td>
<td>9,123</td>
</tr>
<tr>
<td>Average number of tokens in fact description part</td>
<td>248.2</td>
<td>219.9</td>
</tr>
<tr>
<td>Average number of tokens in court opinion part</td>
<td>34.4</td>
<td>30.6</td>
</tr>
</tbody>
</table>

Table 1. Some statistics of the two data sets

1 http://wenshu.court.gov.cn
2 https://www.zuiming.net/51.html
3 http://www.dffyw.com/faguixiazai/xingfa/200311/20031110213247.htm
http://www.npc.gov.cn/wxzl/wxzl/2000-12/06/content_4470.htm
score (Papineni et al. 2002) and three ROUGE scores (Lin and Hovy, 2003) as the evaluation metrics.

ROUGE works by comparing an automatically produced text against the reference text. It basically measures the overlap of N-grams between the system and reference texts. However, the original ROUGE measure does not tell you much as a metric. To get a good quantitative value, in the context of ROUGE, we compute precision and recall using the overlap, and then report the F1-measure of ROUGE. In this study, we use ROUGE-1, which is based on unigram overlap, ROUGE-2, which is based on bigram overlap, and also ROUGE-L, which measures the longest common subsequence of reference and generated texts, to compute the F1 scores.

Compared Methods and Experiment Settings

Compared Methods
To evaluate our proposed approach, we compared it to the following approaches, including the basic approaches and the state-of-the-art ones.

- **Random & Random+charge&law**: this method is to randomly select court opinions from the training set. The Random+charge&law version will select court view from the training cases that have the same charge label and law articles as the test case. We want to see how much improvement we can get by limiting the case pool to the ones with same charge and law articles. Random method is to give the low bound performance of the court opinion generation task.

- **BM25 & BM25+charge&law**: this method uses BM25 score (Robertson and Zaragoza, 2009) to retrieve the case whose fact description has the highest BM25 score, and use its court view as the result. The rationale behind this method is that similar fact descriptions may have the similar court views. Similar to The Random+charge&law, The BM25+charge&law will retrieve the court view from the training cases that have the same charge label and law articles as the test case.

- **Seq2seq-LSTM-attention**: this approach is based on the seq2seq model with attention, and both the encoder and decoder use a bidirectional-LSTM model (Sutskever et al., 2014; Vaswani et al., 2017; Ye et al., 2018). Attention mechanism can catch the important input information for the current output sequence.

- **Seq2seq-LSTM-attention+charge&law**: this method uses the Seq2seq-LSTM-attention method described above, and also it includes the charge label and law article information in the decoder side.

- **DCA**: Celikyilmaz et al. (2018) use multiple encoders to represent the document together with a hierarchical attention mechanism for decoding. Their proposed Deep Communicating Agents (DCA) model is trained end-to-end with reinforcement learning.

Experimental Settings and Training

Like previous studies, we use the validation data set to tune our model and hyper-parameters. The maximal length is 510 for both the fact descriptions and court views, although most court views in our data sets have less than 60 words. Model performance was checked on the validation set after every 300 batches training. Training process was terminated if the model performance is not improved for successive 10 times.

**Encoder.** We use the BERT-Chinese pre-trained model as the encoder for encoding fact description. This model uses 12 encoder layers, and the embedding size is 768 for the input token, the position embedding and the text segmentation embedding. The multi-head attention has 12 heads, drop out is 0.1, L2 decay rate is 0.01, and activation function is Gaussian Error Linear Unit (GELU). The aggerated law article embedding is generated by the approach described before.

**Decoder.** The decoder side has six layers, as illustrated in Figure 2. The input is shifted one token position to the right, utilizing a teacher forcing learning approach. For the encoder-decoder multi-head attention in each of the six decoder layers, the inputs are the fact description embedding from the BERT encoder, the charge embedding, the aggerated law article embedding, and the output from the last decoder layer (or the court opinion input for the first layer). The charge embedding size is 768 and is also randomly initialized. The other hype-parameters on the decoder side use the default values of the original Transformer architecture.

As described before, in our model, the BERT encoder and the decoder use two different optimizers. Their learning rates are different. We use two Adam optimizers with $\beta_1 = 0.9$ and $\beta_2 = 0.999$ for the encoder and the decoder, respectively, but they have different learning rates and warmup steps. In Equation 2, we set $learnRate = 2e^{-3}$ and $warmUp = 30,000$ for the BERT encoder, and we set $learnRate = 0.05$ for the decoder.
and \textit{warmUp} = 15,000 for the decoder. For the whole model, the batch size is 32 and dropout is 0.1.

**Evaluation Results and Analysis**

**Experiment Result**

Table 2 and Table 3 present the comparison result on the two data sets. B-4 means BLEU-4 value. R-1, R-2, R-L are the F1 values of ROUGE-1, ROUGE-2 and ROUGE-L, respectively. The result shows that our proposed approach performs clearly better than all the other methods. To verify if the performance improvement is statistically significant, we conducted \textit{t-test} (Rice, 2006) between our model and the best baseline (i.e. DCA). The \textit{t-test} results show that the performance improvement is statistically significant at the level of \(p=0.01\) on both data sets, and for all the four evaluation metrics. The scores on data set 1 are lower than that on data set 2, and the reason is that the average length of court view in data set 1 are longer than that of data set 2, and data set 1 covers more types of criminal cases.

From the two tables we can also notice that even the Random+charge&law method has a relatively high score, which means that the expressions of court view with the same charge label and law articles are similar, with many overlapped n-grams. We can also notice that the BM25+charge&law method, which is based on retrieving the case having similar fact description and also having the same charge label and law articles, performs pretty well. The seq2seq model with attention mechanism performs better that the BM25+charge&law model. Adding charge and law information to the Seq2seq-LSTM-attention model will improve the performance more.

**Ablation Test**

The underlying ideas behind our model are the following two main hypotheses: 1. Adding charge and law article information in the decoding process will improve court view generation performance, since it will provide more charge-discrimination information and article related information. 2. Our generation model with BERT’s pre-trained model as the encoder and utilizing two separate optimizers for encoder and decoder will improve the court view generation performance. The results in Table 2 and 3 have proven that these two features together make our model outperform all other approaches. In this ablation test, we want to see the effect of each feature. The ablation test was conducted on the data set 1. The results are presented in Table 4. The results show that removing either charge or law article information from the model will decrease its performance, which validates our hypothesis 1. If both of them are not included in our model, then it still outperforms the seq2seq-LSTM-attention model (result line 5 in Table 4 vs. result line 5 in Table 2), which demonstrates that our hypothesis 2 is valid. This test also shows that adding charge and law article embeddings to the final linear and softmax layer will improve the generation performance (result line 5 in Table 4), since it provides more context for decoder to choose the right token.

**Length of Court Opinion**

We wanted to see the relation between the length of the court view and the model performance. Figure 4 shows how the BLEU-4 score changes with the court view length. At length of 15, we have the best performance, and the score decreases as the length grows, with score of 48 at length of 30 and going down to 32 at length of 50. This is not surprising, because when the text to be generated is long, it is hard to capture the correct source information when generating a token, not matter the model is based on Transformer or other seq2seq models.

<table>
<thead>
<tr>
<th>Method</th>
<th>R-1</th>
<th>R-2</th>
<th>R-L</th>
<th>B-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>24.1</td>
<td>5.1</td>
<td>23.6</td>
<td>5.2</td>
</tr>
<tr>
<td>Random+charge&amp;law</td>
<td>52.3</td>
<td>27.3</td>
<td>47.8</td>
<td>23.4</td>
</tr>
<tr>
<td>BM25</td>
<td>61.3</td>
<td>41.4</td>
<td>58.1</td>
<td>37.8</td>
</tr>
<tr>
<td>BM25+charge&amp;law</td>
<td>65.3</td>
<td>46.0</td>
<td>62.2</td>
<td>41.1</td>
</tr>
<tr>
<td>Seq2seq-LSTM-attention</td>
<td>66.9</td>
<td>48.1</td>
<td>63.6</td>
<td>41.8</td>
</tr>
<tr>
<td>Seq2seq-LSTM-attention+charge&amp;law</td>
<td>68.4</td>
<td>50.1</td>
<td>65.2</td>
<td>42.9</td>
</tr>
<tr>
<td>DCA</td>
<td>69.7</td>
<td>51.4</td>
<td>66.8</td>
<td>44.6</td>
</tr>
<tr>
<td>Our approach</td>
<td>71.7</td>
<td>53.2</td>
<td>68.5</td>
<td>46.7</td>
</tr>
</tbody>
</table>

Table 2. Algorithm comparison result on data set 1

<table>
<thead>
<tr>
<th>Method</th>
<th>R-1</th>
<th>R-2</th>
<th>R-L</th>
<th>B-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>26.5</td>
<td>6.2</td>
<td>25.1</td>
<td>6.4</td>
</tr>
<tr>
<td>Random+charge&amp;law</td>
<td>54.7</td>
<td>29.8</td>
<td>50.2</td>
<td>25.7</td>
</tr>
<tr>
<td>BM25</td>
<td>63.5</td>
<td>43.7</td>
<td>60.3</td>
<td>40.1</td>
</tr>
<tr>
<td>BM25+charge&amp;law</td>
<td>67.8</td>
<td>48.2</td>
<td>64.5</td>
<td>43.4</td>
</tr>
<tr>
<td>Seq2seq-LSTM-attention</td>
<td>69.1</td>
<td>50.3</td>
<td>65.9</td>
<td>44.0</td>
</tr>
<tr>
<td>Seq2seq-LSTM-attention+charge&amp;law</td>
<td>70.9</td>
<td>52.5</td>
<td>67.7</td>
<td>45.8</td>
</tr>
<tr>
<td>DCA</td>
<td>71.9</td>
<td>52.8</td>
<td>68.3</td>
<td>46.9</td>
</tr>
<tr>
<td>Our approach</td>
<td>73.8</td>
<td>54.6</td>
<td>70.6</td>
<td>48.7</td>
</tr>
</tbody>
</table>

Table 3. Algorithm comparison result on data set 2

<table>
<thead>
<tr>
<th>Method</th>
<th>R-1</th>
<th>R-2</th>
<th>R-L</th>
<th>B-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our approach</td>
<td>71.7</td>
<td>53.2</td>
<td>68.5</td>
<td>46.7</td>
</tr>
<tr>
<td>- without charge</td>
<td>70.3</td>
<td>52.2</td>
<td>67.1</td>
<td>45.2</td>
</tr>
<tr>
<td>- without law</td>
<td>69.9</td>
<td>51.7</td>
<td>66.6</td>
<td>44.5</td>
</tr>
<tr>
<td>- without charge &amp; law</td>
<td>70.5</td>
<td>52.4</td>
<td>67.4</td>
<td>45.4</td>
</tr>
<tr>
<td>- without &amp; law</td>
<td>69.2</td>
<td>50.6</td>
<td>65.9</td>
<td>43.7</td>
</tr>
</tbody>
</table>

Table 4. Ablation test result using data set 1
Effect of Normalizing Numbers and Entities

For numbers and entities appearing in facts description, unlike previous studies converting them to just two symbols, in this study, we differentiate the entities into four symbols and the converting numbers into 20 symbols, by analyzing the training data. We expect this change will make the fact description more distinctive for certain cases. By analyzing some examples, we found that this do make the generated court view more accurate. For example, there is a case about a government employee conducting the crime of corruption with a huge amount of money. We found that if we convert the names and numbers as other studies do, or do not do any conversion, the generated court view will have a BLEU-4 value of 0.33. In contrast, after the conversion using our approach, the score changes to 0.45. The reason is that without conversion, the view is generated as a crime of regular professional embezzlement, but with the conversion the generated view correctly tells that this is about corruption with public economy involving “数额特别巨大” (huge amount of money), and the applied laws and charge are also different.

Limitation and Conclusion

Below we discuss some limitations, and then give a conclusion of this study.

Legal fact points. Court opinion generation is more challenging than the general text generation problem, since the court view contain legal logic and law related information. Our model has employed law article embedding model and charge labels to make the court view more law and charge discriminative, and the view generation process directed by related law information. And by using BERT, instead of the general encoder part of a Transformer model, our approach can take advantage of the large amount of case judgment documents available to train a legal-aware model. But this is not enough, and one direction of improving our model is to incorporate the legal fact points of law articles into the model. Each law article explicitly or implicitly defines a set of fact points and related conditions. We can exploit a legal knowledge base, which contains the fact points and reasoning logic derived semi-automatically from law articles and legal documents, to achieve this. These fact points can be used to extract facts from the fact description, and then they can be incorporated into the decoding side to direct the court view generation.

Possible harm. One application of this model is to be deployed in some online legal services or devices located in some rural areas, to help individuals seeking legal advices, especially the low-income and poor people. But it does have limitations and possible harms. For example: 1. Some rural areas in China do not have internet yet, or people cannot access internet due to their financial limitation, and therefore they cannot access this system. This may cause more inequality in terms of access to legal services. 2. The legal opinions generated by this model may not be always correct. It is possible that the wrong (or even correct) opinion may intimidate a user, especially when the opinion implies that the user would lose the case if he/she takes it to the court. This may discourage the user from seeking further legal advices or actions.

Fairness. Fairness concern has been raised in the AI community in the past few years. If the training data reflect human biases, the outcome of the system is going to be biased. By incorporating the law article information in our model, our model can mitigate this type of bias in the output to a certain degree. The description and information in the law articles are objective and usually not biased. In the decoding part of the model, compared to a model without the law article embedding component, the law information will make the generated view more objective, the language more law related, and the view less subjective to the entities (e.g. minority or majority) mentioned in the source description. Our model uses BERT as the encoder, and this gives the model the ability to learn semantic information from a huge amount of legal data. If the data set is large enough and representative, it can reduce the bias, but it still cannot completely solve this problem.

Conclusion. In this study, we proposed a new method for automatically generating court opinion from the fact description of a legal case. Our model exploits the charge and law article information in the generation process, in addition to the fact description text. We use the BERT model as the encoder and a Transformer architecture as decoder. Our model employs two separate optimizers for training the encoder and decoder. The experiments on two data sets of Chinese legal cases show that our approach outperforms other approaches. One of the future studies in this direction will be to incorporate the predictions of charge labels and law articles into the court view generation process, which will be a jointly learning task.
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