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Abstract

Argument structure elaborates the relation among claims and
premises. Previous works in persuasiveness prediction sel-
dom consider this relation in their architectures. To take argu-
ment structure information into account, this paper proposes
an approach to persuasiveness prediction with a novel graph-
based neural network model, called heterogeneous argument
attention network (HARGAN). By jointly training on the per-
suasiveness and stance of the replies, our model achieves the
state-of-the-art performance on the ChangeMyView (CMV)
dataset for the persuasiveness prediction task. Experimental
results show that the graph setting enables our model to ag-
gregate information across multiple paragraphs effectively. In
the meanwhile, our stance prediction auxiliary task enables
our model to identify the viewpoint of each party, and helps
our model perform better on the persuasiveness prediction.

Introduction
Argument mining is an attractive topic where nearly
all aspects of natural language processing tasks are ex-
plored, including sequence labeling (argumentative dis-
course unit detection), structure parsing (argument struc-
ture parsing), knowledge retrieval (claim/premise retrieval),
paragraph generation (argument generation), and text clas-
sification (persuasiveness prediction). Although the above
tasks seem very different, they all share an ultimate goal—
persuasiveness. For example, the main purpose behind the
claim/premise retrieval is to find a persuasive resource. The
goal of argument generation is to generate more persua-
sive text. A model for persuasiveness prediction cannot only
measure the persuasiveness, but also serve as an auxiliary
task for other tasks in the argument mining. However, the
state-of-the-art persuasiveness prediction model still leaves
much room to be improved.

Several research has been conducted on persuasiveness
prediction. Tan et al. (2016) use a set of handcrafted features
to predict persuasiveness. Toledo et al. (2019) and Gleize
et al. (2019) predict persuasiveness in a single sentence.
However, the argumentation process in real world is usually
involved with more than one sentence. The relation among
multiple sentences should be a more important factor that af-
fects persuasiveness. Jo et al. (2018) and Ji et al. (2018) con-
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sider the sentence-level attention between the paragraphs in
the original post and in the root reply. However, their model
limits the argumentation process into a single turn so that
it cannot deal with multi-turn debates. Hidey and McKeown
(2018) and Zeng et al. (2020) use the attention mechanism to
encode paragraph-level information. We point out that none
of these models consider the sentence-level relation across
several paragraphs in the conversation data and these mod-
els might only encode local information. To consider the
sentence-level attention across whole the conversation, ar-
gument structure, which is a tree structure defining the re-
lation among claims and premise, is used in our model. In
summary, our model leverages the information of argument
structure to predict the persuasiveness in the conversation.

This paper presents a new graph neural network (GNN)
based model called Heterogeneous Argument Attention
Network (HARGAN) that jointly learns persuasiveness pre-
diction and stance prediction in multi-turn conversation. The
advantage of our model is that it utilizes a GNN module to
exploit argument structure information. The argument struc-
ture is a tree structure defining the relation among argumen-
tative discourse units (ADUs). In argument mining, an ADU,
an elementary unit expressing a point, might be a claim or a
premise. Participants in the debate often use claims/premises
to support their viewpoints or attack other’s viewpoints, thus
the argument structure reveals the structure of a debate.
Since an argument structure constitutes a tree, which is a
special kind of graph, it can be modeled with a GNN that
learns the relation between nodes in a graph. In addition, by
using stance prediction as an auxiliary task, our model can
better recognize the stance of each anonymous online user
and make better decisions. Experimental results show that
our methodology achieves the state-of-the-art performance
in persuasiveness prediction on the ChangeMyView dataset.

Our contributions are threefold listed as follows:

• We propose a novel hierarchical graph setting to represent
argument structure and show the advantage of incorporat-
ing the argument structure into persuasiveness prediction.

• We introduce the stance prediction as an auxiliary task to
help our model recognize the viewpoint of each party.

• We showcase our idea with a system that parses the argu-
ment structure from raw data and then leverages its infor-
mation to predict the persuasiveness.
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Related Work
Persuasiveness in NLP
Persuasiveness has been discussed in several aspects. Some
research focuses on finding the key factor that persuades oth-
ers. Durmus and Cardie (2018) study the effects of prior be-
lief on persuasion. Wang et al. (2019b) provide a dataset
to study sentence-level persuasion strategy in a dialogue.
Atkinson, Srinivasan, and Tan (2019) use the explanation
provided by those being persuaded to identify key points.
Some research focuses on training a neural network model
to predict persuasiveness or argument quality in a sen-
tence. Beigman Klebanov et al. (2016) investigate the re-
lationship between argumentation structures, argument con-
tent, and the quality of the essay. Habernal and Gurevych
(2016b,a), Toledo et al. (2019), and Gleize et al. (2019) pro-
vide datasets with baseline results. Some research focuses
on predicting whether the original poster will be persuaded
by others in the conversation. Tan et al. (2016) explore a set
of handcrafted features. Jo et al. (2018) and Ji et al. (2018)
consider co-attention between the paragraphs in the origi-
nal post and the root reply. Hidey and McKeown (2018) use
the hierarchical attention mechanism to encode each para-
graph. Zeng et al. (2020) encode the paragraph representa-
tion by using discourse and topic information with the mem-
ory mechanism. Li, Durmus, and Cardie (2020) use LSTM
to encode several predefined argument structure features.

Argument Structure Parsing
Neural networks have recently been used for argument struc-
ture parsing. Eger, Daxenberger, and Gurevych (2017) build
an end-to-end model to label the ADU and predict each
link at a token-level. Most other works still partition this
task into argumentative discourse unit (ADU) recognition
and dependency structure parsing. For ADU recognition,
Ajjour et al. (2017) compare the performance of different
models on the benchmark dataset in this task. Trautmann
et al. (2020) present a dataset of arguments from various
sources. Chakrabarty, Hidey, and McKeown (2019) fine tun-
ing a language model using a Reddit corpus of 5.5 million
opinionated claims, which are collected by finding the inter-
net acronyms IMO/IMHO. For dependency structure pars-
ing, Potash, Romanov, and Rumshisky (2017) use pointer
network to solve this problem. The ADUs are first input
into the encoder, and then the decoder is asked to predict
the parent ADU for i-th ADU at timestep i. Kuribayashi
et al. (2019) leverage information from argument markers,
such as “however” and “therefore”, in front of each ADU
to help predict the higher-order relations. Chakrabarty et al.
(2019) consider link prediction as a sequence pair classifi-
cation problem. Also, they further increase the performance
by pruning out some ADUs using a summary model.

Graph Neural Network
In NLP, more and more research incorporates graph neural
networks into their models. GNN is used to capture depen-
dency information between words (Marcheggiani and Titov
2017; Zhang, Qi, and Manning 2018; Zhang, Li, and Song
2019). In multi-hop question answering, some work (?Tu

et al. 2019; Qiu et al. 2019) considers named entities that ap-
pear in different sentences to build links between sentences
or entities and use a GNN to aggregate multiple sentences
information. In text summarization, some work (Yasunaga
et al. 2017; Xu et al. 2020) considers the similarity or dis-
course relation between sentences to build the link between
sentences and use a GNN to aggregate the information from
multiple sentences.

Dataset
Our study is conducted on the ChangeMyView (CMV)
dataset (Tan et al. 2016). CMV is a subreddit where users
join multi-turn discussions and try to change the opinion
holder’s mind in several aspects. Hence a post could have
multiple root replies. By considering each reply as a node,
the whole post will become a tree-like structure. The orig-
inal post (OP) represents the root and the replies directly
responding to the OP are called root reply. The system asks
the opinion holder to denote the reply that changes his/her
mind and provide explanation as to why.

We perform depth-first search on a discussion thread for
constructing the root-to-leaf path. A path consists of multi-
ple replies, and a reply consists of one or more paragraphs.
Winning paths are truncated at the winning reply and the
others are truncated at the last non-OP reply. Our goal is to
predict whether a path is persuasive enough to convince the
opinion holder to change their view. Our setting is based on
Tan et al. (2016) and Zeng et al. (2020) with several modi-
fications. Firstly, in order to prevent some special topics, we
remove posts with less than 10 authors. Secondly, since the
difficulty of being persuaded by others varies accordingly,
we examine persuasiveness under the pairwise comparison.
Pairs are chosen under the following three constraints.

1. We only compare the paths under the same post.
2. The candidates in the same pair should come from differ-

ent root replies.
3. The Jaccard similarity between positive and negative

should be greater than 0.5.
We also filter the data by a length limit. Unlike Zeng et al.
(2020), we do not remove original poster’s replies from the
path because the interaction between OP and replier is a key
feature for prediction. Table 1 shows the statistic after pre-
processing.

Methodology
This section will shows how to build the argument struc-
ture in the given path, and how our model leverages the
argument structure to predict persuasiveness. Figure 1 de-
picts our overall system, which consists of two stages (1) ar-

Train Dev Test
# trees 969 241 311
# pairs 14922 3504 5013
Avg. turns 2.87 2.96 2.83

Table 1: Statistic of changemyview.

13046



Topic: Society should ban all 
forms of the advertising

I think that modern society 
needs advertising. Ads will 
keep as well informed about 
new products, but we should 
also bear in mind that 
advertising alcohol will 
definitely affect our children 
in negative way.

Argumentative 
Discourse Unit 

Recognition

Topic: Society should ban all 
forms of the advertising

I think that modern society 
needs advertising. Ads will 
keep as well informed about 
new products, but we should 
also bear in mind that 
advertising alcohol will 
definitely affect our children 
in negative way.

Dependency 
Structure 
Parsing

Support

ADU3 (Premise): 
advertising alcohol 
will definitely affect 
our children in 
negative way

ADU2 (Premise): 
Ads will keep as 
well informed 
about new products

ADU1 (Claim): 
modern society 
needs advertising

Attack

Heterogeneous Argument Attention Network

Raw Text ADU Span Argument Structure

Stage 1:
Argument 
Structure 
Parsing

Stage 2:
Persuasiveness 

Prediction

Figure 1: Overview of our system. The upper part of the figure illustrates the input and the output of each step in stage 1. After
the first stage, the raw text, the span of ADU, and the argument structure are given to our Heterogeneous Argument Attention
Network for persuasiveness prediction.

gument structure parsing and (2) persuasiveness prediction.
The argument structure parsing stage is composed of ADU
recognition and dependency structure parsing. For persua-
siveness prediction, we propose a graph-based model to in-
corporate argument structure information.

Argument Structure Parsing
The upper part of Figure 1 illustrates the two steps in the
stage 1. First, raw text is input into the ADU recognition
model for tagging the spans of ADUs. Then, the ADUs are
input into the dependency structure parsing model to con-
struct the tree structure.

Argumentative Discourse Unit Recognition The first
step to the argument structure parsing is to find all ADUs
in a paragraph. The boundary of an ADU is not limited to
the punctuation. That is, an ADU may be a clause, a com-
plete sentence, multiple sentences, or something in between.
Therefore, a word-level sequence labeling model is needed.
We build a model using BERT (Devlin et al. 2019) plus a
conditional random field (CRF) layer. Due to the unclear
ending signal of an ADU, we further find that our model
can be improved by using the BIEO, where B, I, E, and
O denote Beginning, Inside, Ending, and Outside, tagging
scheme (Borthwick 1999).

Dependency Structure Parsing In the stage of depen-
dency structure parsing, we modify the model proposed by
Kuribayashi et al. (2019) to tackle multiple paragraphs. The
information of an ADU emphasized by adding argumenta-
tive markers (AMs), such as “however” and “therefore”, in
front of each ADU. Hereafter, we will refer to the original
ADU as argumentative component (AC), and the new ADU
is the combination of AM and AC.

The input of the dependency structure parser is para-
graphs marked with start and end points of each AC and
AM. Each AC/AM is represented by utilizing ELMO (Peters
et al. 2018). For each word in the paragraph, the word em-
bedding is input into a bidirectional long short-term memory
(Bi-LSTM) (Hochreiter and Schmidhuber 1997) to encode
the contextual embedding. Then, representations of AC and
AM are encoded by LSTM-Minus (Wang and Chang 2016).
Let ZAC

n and ZAM
n denote the representations of n-th AC

and n-th AM, respectively. Assuming ZAC
n spans from i-th

to j-th words. It is defined by the following equations:
ZAC
n =diff(W, i, j) (1)

diff(W, i, j) = [
−→
Wj −

−−−→
Wi−1‖

←−
Wi −

←−−−
Wj+1‖
−−−→
Wi−1‖

←−−−
Wj+1] (2)

where W is the output from the Bi-LSTM. Then, ADU Zn

is represented by the concatenation of its AC and AM repre-
sentations and the position embedding φ, that is,

Zn = [ZAC
n ‖ ZAM

n ‖φ(n)] (3)

Finally, the child-parent score scorelink(n,m) for the m-
th ADU to be the parent of the n-th ADU is defined as fol-
lows:

scorelink(n,m) = softmaxm(αnm) (4)
αnm =Wlink[Zn ‖ Zm ‖ Zn � Zm‖θ(n−m)] (5)

and the link type for this link is computed as follows:

Pnm
type(Attack|Zn, Zm) = sigmoid(βnm) (6)

βnm =Wtype[Zn ‖ Zm ‖ Zn � Zm‖θ(n−m)] (7)
where Wlink and Wtype are two trainable matrices, � de-
notes the pointwise product between two vectors, and θ is
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Figure 2: Overview of our model. The middle of the upper part gives an example of the graph (the self-link for each node is
omitted for clarity).

the relative position embedding.

HARGAN
Figure 2 illustrates the architecture of our model. First, the
contextual encoder is used to compute the contextual embed-
ding for each word. Second, the representations of ADUs,
the topic, and paragraphs are encoded by using the span in-
formation of ADUs, the topic length, and paragraph lengths
respectively. Third, these representations are updated ac-
cording to the hierarchical graph by the graph aggregation
module. Finally, the updated representations are used for
two tasks: stance prediction and persuasiveness prediction.

Contextual Encoder The ELMO-based encoder is also
employed as the contextual encoder in argument structure
parsing. Since some paragraphs contain no ADU, the en-
coder here also encodes the representations of all para-
graphs. In addition, we find that the max-pooling performs
better than LSTM-Minus in encoding the representation of
ADUs and paragraphs in persuasive prediction, so the max-
pooling is selected.

Heterogeneous Graph Aggregation Module

Heterogeneous Graph. In the original setting of argu-
ment structure parsing, ADUs are combined into a tree. In
this way, each ADU links to a parent ADU, which has the
highest child-parent score from the dependency structure
parsing stage. However, the prediction might contain errors.
To prevent error propagation from the previous stage, we
loosen the constraint for the structure to be a graph. That is to
say, each ADU could link to more than one parent ADU. We
compute the child-parent score between the current ADU
and each candidate using Equation (4), and choose the top-k
candidates to link with. In our experiment, k is set to three.
To construct the graph for the graph aggregation module,
four kinds of relations are defined according to argument
structure.

1. Support: The support relation contains all the links
whose link type is predicted as support in dependency
structure parsing.

2. Attack: The attack relation contains all the links whose
link type is predicted as attack in dependency structure
parsing.

3. Non-polar: To prevent the error propagation from the
structure parsing stage, the non-polar relation contains
both attack and support links.

4. Hierarchical: The hierarchical relation contains links
from an ADU to the paragraph it belongs to, from a para-
graph to other paragraphs in the same reply, and from a
paragraph to paragraphs in the consecutive reply.

Among these relations, support, attack, and non-polar are
for the ADU level, and hierarchical is for the paragraph
level. Also, following the GAT’s setting, each node contains
a self-link for all types of relationships. The middle of the
upper part in Figure 2 illustrates an example of our graph.

Graph Aggregation Model. Due to the heterogeneity of
our link, our model utilizes the RNN version of the hetero-
geneous graph attention network (HAN) (Wang et al. 2019a)
to aggregate node’s information.

First, the node-level attention is applied to fuse infor-
mation inside each relation. Recall there are four kinds of
relations in our graph demonstrated in Section . That is,
R ≡ {Support, Attack,Non−polar,Hierarchical}. Let
Xi denote the i-th node’s representation. For r ∈ R, the
equation of the attention weight αr

ij for Xi on Xj is defined
as follows:

αr
ij = softmaxj(erij)

=
exp(σ(WT

r · [X ′i ‖X ′j ]))∑
k∈Nr

i
exp(σ(WT

r · [X ′i ‖X ′k]))
(8)
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where X ′i is a linear transformation of Xi, Leaky ReLU
(Maas, Hannun, and Ng 2013) is used for the activation
function σ and WT

r is a trainable matrix.
Following the setting in HAN, the multi-head attention is

used in our model. The representation after this attention is
shown below:

Xr
i =

M

‖
m=1
δ(

∑
j∈Nr

i

αr
ij ·X ′j) (9)

where the activation function is elu (Clevert, Unterthiner,
and Hochreiter 2016) and M, which is the number of atten-
tion head, is chosen to be 4 in our experiment.

Second, the semantic level attention is applied to fuse in-
formation between different relations. The output Xi is de-
termined by the following equation:

Xi =
∑
r∈R

βr
i ·Xr

i (10)

βr
i = softmaxr(eri )

=
exp(qT · tanh(W ·Xr

i + b))∑
r∈R exp(qT · tanh(W ·Xr

i + b))

(11)

where W is a trainable matrix. Finally, an LSTM is utilized
to collect the output of every layer.

Stance Prediction. We consider only positive or negative
stances; stance prediction is treated as a binary classification
task. Since the stance of each individual reply on the forum
CMV is unlabeled, we train a model for stance prediction
with distant-supervision and semi-supervised. Pseudo labels
are made by regarding the OP and the label giver as the pos-
itive side. On the other hand, the root replier are automati-
cally labeled as the negative side. The stance prediction loss
is only measured on those ADUs and paragraphs of labeled
users by using binary cross entropy.

Lossstance =
1

|CL|
∑
l∈CL

(Ll log(σ(Y
stance
l )+

(1− Ll) log(σ(Y
stance
l )) (12)

where Ll and Y stance
l are the label and the prediction of

node l, and CL is the set of nodes whose stance could be
identified.

Persuasiveness Prediction. We follow the setting in Zeng
et al. (2020) and consider relative persuasiveness given a
pair of paths. Our goal is to make the winning path scored
higher than the failed path. A Bi-LSTM is utilized to col-
lect the representation of paragraphs from the heterogeneous
graph aggregation module. Next, the outputs of the Bi-
LSTM at each timestep are summarized to get the represen-
tation of the whole path by max-pooling, mean-pooling, and
attention. Finally, the concatenation of the representations of
the topic node and path is passed into a fully connected layer
to predict its persuasiveness. The pairwise cross-entropy loss
is defined as follows to measure the margin of Y +

pers and
Y −pers for the winning path and the failed path:

Model Acc (%) F1 (%)
BERT+CRF with BIO 92.3 85.0
BERT+CRF with BIEO 93.0 88.4

Table 2: Results of ADU recognition.

Task Metric Performance
Link Acc 39.08%
Link MRR 57.39%
Link Type F-score 52.86%

Table 3: Results of dependency structure parsing.

Losspers = log(1 + exp(Y −pers − Y +
pers)) (13)

Objective Function The overall objective function is
the summation of stance prediction loss Lossparastance and
LossADU

stance on paragraph and ADU, and persuasiveness pre-
diction loss Losspers:

Loss = Losspers + Lossparastance + αLossADU
stance (14)

where α is set to be 0.01 in our experiment.

Experiments
Data Preprocessing
We randomly split the training set into two parts, 80% of
instances for training and 20% of instances for validation.
For preprocessing, we take the following steps. First, quo-
tations, user name, edit tag, and links were respectively re-
placed with generic tags “<cite>”, “<user>”, “<edit>”,
and “<url>”. Next, we utilized the natural language toolkit
(NLTK) (Loper and Bird 2002) for tokenization. Afterwards,
all letters were converted to lowercase.

Results of ADU Recognition
Our ADU recognition model is trained based on datasets by
Egawa, Morio, and Fujita (2019) and Stab and Gurevych
(2014). Performance is evaluated by accuracy and F score,
where accuracy is calculated by exact matching of words,
and F-score is macro F1. Table 2 presents the results un-
der the BIO and the BIEO two tagging schemes. The BIEO
tagging scheme improves the accuracy by 0.7% and F-score
by 3.4%, showing our model could catch the ending signal
more effectively by using the ending tag.

Results of Dependency Structure Parsing
The dependency structure parsing model is trained based
on the dataset by Egawa, Morio, and Fujita (2020). Three
metrics, accuracy on link prediction, mean reciprocal rank
(MRR) on link prediction, and F-score of the link type, are
employed for evaluation.

Table 3 shows that for link prediction, we achieve an ac-
curacy of 39.08% when choosing the top candidate to be our
target. However, the MRR indicates that the correct parent
exists around top-2 or top-3 in most cases. This is the reason
why we choose k to be 3 in our graph setting. For link type
prediction, we achieve an F-score of 52.86%, indicating that

13049



Persuasiveness ADU-wide stance Paragraph-wide stance
Model Acc (%) F1 (%) Acc (%) F1 (%) Acc (%) F1 (%)
TFIDF-LR 62.64 62.64 - - - -
HN-ATT 72.15 72.15 - - - -
DTDMN 76.38 76.38 - - - -
HARGAN-RGCN 82.23* 82.23* 96.23 95.20 93.41 90.97
HARGAN-R-RGCN 83.90* 83.90* 96.83 96.01 91.84 88.38
HARGAN-HAN 83.96* 83.96* 98.24 97.79 96.22 94.84
HARGAN-RHAN 85.14* 85.14* 97.97 97.42 96.81 95.63

Table 4: Results of persuasiveness prediction and stance prediction. The * symbol denotes the model significantly outperforms
DTDMN.

the model might be misled if only the support and attack re-
lations are considered. This is why we need the non-polar
relation in our graph.

Results of Persuasiveness & Stance Prediction
The proposed HARGAN is compared with three previous
approaches on persuasiveness prediction. Meanwhile, three
variants of heterogeneous graph neural network are used to
verify the effectiveness of our graph setting. Since our model
uses R-HAN as GNN, we term it HARGAN-RHAN.

• TFIDF-LR (Tan et al. 2016) employs logistic regression
with bag-of-words feature to predict pervasiveness.

• HN-ATT (Yang et al. 2016) employs word and sentence-
level attention to encode paragraph information and use
paragraph level attention to encode the path information.

• DTDMN (Zeng et al. 2020), the state-of-the-art persua-
siveness prediction, employs topic and discourse informa-
tion as the weight of the memory network to encode the
paragraph information.

• RGCN (Schlichtkrull et al. 2018), a variant of hetero-
geneous graph neural networks, separately employs the
graph convolutional network on different relation links
and aggregates them by average. We term this variant
HARGAN-RGCN.

• R-RGCN (Huang and Carley 2019), a variant of heteroge-
neous graph neural network, solves the problem that GNN
could not be very deep by adding an RNN layer at each
layer’s output. We term this variant HARGAN-R-RGCN.

• HAN (Wang et al. 2019a), a variant of heterogeneous
graph neural networks, separately employs the graph at-
tention network on different relation links and aggregates
them by attention. We term this variant HARGAN-HAN.

Table 4 shows the results on persuasiveness prediction and
stance prediction. For persuasiveness prediction, it shows
that all of our models significantly outperform the state-of-
the-art model, DTDMN, by using McNemar’s test (McNe-
mar 1947) (p<0.01). On the other hand, among four dif-
ferent graph settings the graph-attention-based model per-
forms better than graph-convolutional-based model on both
persuasiveness prediction and stance prediction. We guess
that it is because out task is an inductive learning problem
and it is impossible to see all kinds of argument structures

1 2 3 4 5 6

83

84

85 84.82
85.0485.14

84.4 84.26

82.57

Number of parents
A

cc
ur

ac
y

Figure 3: Accuracy of various number of parents of an ADU.

during training, the graph-attention-based models, which
are good at inductive learning, perform better than graph-
convolutional-based models.

Discussion
Ablation Analysis on HARGAN
To study the effectiveness of our approach, we ablate the
model with the following factors:
• No heterogeneous graph, which removes the attack, sup-

port and non-polar relation in the graph and leaves only
hierarchical relation;
• Random structure, which uses randomly generated argu-

ment structure on training and testing in persuasiveness
prediction. It is noted that hierarchical relation is same
as the HARGAN-RHAN in this setting;

• No stance prediction loss, which leaves our loss with only
the persuasiveness prediction loss;

• No heterogeneous graph aggregation module, which en-
codes the paragraph representation by doing max-pooling
over words in paragraph;

Table 5 indicates three insights: (1) The heterogeneous
graph makes the result better. Removing the attack, sup-
port, and non-polar relations drops the accuracy by 0.8%.
Therefore, we conclude that by using the argument struc-
ture, our model can understand the support and attack re-
lation between ADUs and obtain better embedding. (2)
Wrong argument structure will hurt performance. Re-
place the predicted argument structure with random one
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1. information triggers victims, and therefore the information ends up at ends 
2. this includes language such as "pepper spray can deter attackers of any kind 
3. it is strongly recommended that anybody carries it with them at all times 
4. hot zones for crime include times after dusk and before dawn 
5. it is advised to travel in groups at this time to deter attackers 
6. i should not ask anything of the victim 
7. the suppression of this information … , and that dangerous still exist
8. i see no harm in telling anyone that … your risk of being attacked and/or raped 
9. the only instance …  be people telling actual victims of rape what they could have done 
10. this does nothing to change what happened, and is a slimey thing to do 
11. this is just an anti-sjw rant that i did not even know i was making 
12. i have an actual argument here 
13. it is largely detrimental to overall safety 
14. you can either argue for a person carrying pepper spray or against 
15. consider a scenario …  through a not so nice neighborhood or taking a cab home 
16. the person feels safe enough, they will walk to avoid paying the cab, else they will pay and take the cab 
17. the person is carrying pepper spray, they will feel safer 
18. they feel safe enough to walk home …  if they are not carrying pepper spray 
19. you get where i' m going with it and to not belabor the point anymore
20. you advocate for no pepper spray … , which is safer than walking with pepper spray 
21. we put aside reasons for arguing for or against victim protection, … arguing it produces a safer outcome 
22. <topic> anti-victim-blaming culture is suppressing the spread of helpful information that can prevent rape.

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.

Figure 4: Visualization of the attention graph for an ADU.

Persuasiveness
Model Acc (%) Macro F1 (%)
HARGAN-RHAN 85.14 85.14
w/o Argument structure 84.34* 84.34*
w Random structure 83.66** 83.66**
w/o Stance prediction 83.60** 83.60**
w/o GNN 69.56** 69.55**

Table 5: Ablation analysis on HARGAN. The * and ** sym-
bol denote the model significantly underperforms
HARGAN-RHAN at p < 0.05 and p < 0.001.

drops the accuracy by 1.48%, which is even worse than
that removed support, attack and relation link. Therefore, we
conclude that wrong argument will make the performance
even worse. (3) Stance information helps our model un-
derstand which party a paragraph belongs to. Removing
the stance prediction loss significantly drops the accuracy by
1.54%. Therefore, we conclude that it can help our model
distinguish the viewpoint of each party. (4) The graph ag-
gregation module is the most important in our model.

Removing the graph aggregation module significantly
drops the accuracy by 15.58%, which is even worse than our
baseline model HN-ATT. Thus, we conclude that our graph
aggregation module can aggregate information from differ-
ent ADUs and give a better result than using max-pooling.

Ablation Analysis on Graph Relation
To study the effectiveness of our graph setting, we compare
the performance of different graph settings. We ablate the
graph with:

• No support, which removes the support relation;

• No attack, which removes the attack relation;

• No attack and support, which removes the attack and sup-
port relation;

• No non-polar, which removes the non-polar relation;

• No hierarchical, which removes the hierarchical relation.

It is important to note that the paragraph representation
would not be updated in the graph aggregate model if we
remove the hierarchical relation. As a result, the comparison
might be unfair. To close the gap between each setting, the
input for the Bi-LSTM for persuasiveness prediction is mod-
ified to be the ADU’s representations from the output of the
graph aggregation module for no hierarchical setting.

Table 6 shows the result by removing different rela-
tions. First, removing support and attack relation signifi-
cantly drops the accuracy significantly by 1.76%, which is
larger than the accuracy drops of removing the support and
the attack relations. Therefore, we conclude that adding sup-
port and attack relationships allows the model to learn more
features. Second, removing non-polar relation significantly
drops the accuracy significantly by 0.76%, which is larger
than the accuracy drops of removing the support and the at-
tack relations. Therefore, we conclude that adding the non-
polar relation without the link type gives our model a chance
to fix up the error in the argument structure parsing stage. Fi-
nally, removing the hierarchical relation significantly drops
the accuracy by 0.82%. Therefore, we conclude that adding
the hierarchical relation helps us keep the information of
those paragraphs without ADUs.
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Persuasiveness
Model Acc (%) Macro F1 (%)
HARGAN-RHAN 85.14 85.14
w/o Support 84.60 84.60
w/o Attack 84.78 84.78
w/o Attack & Support 83.38** 83.38**
w/o Non-polar 84.38* 84.38*
w/o Hierarchical 84.32* 84.32*

Table 6: Ablation analysis on different graph relation.
The * and ** symbol denote the model significantly under-
performs HARGAN-RHAN at p < 0.05 and p < 0.001.

Performance of Pruned Graph
To study the effectiveness of the threshold on our links in
the argument structure, we compare the performance under
different numbers of parents that a node points to. Figure 3
illustrates that although the attention mechanism could learn
the relation between two nodes, the performance still drops
if we consider too many links. We assume that by increas-
ing the numbers of the parents for each node, some noise is
induced in our model and causes the bad performance.

Case Study
Here, we visualize the Non-polar relation it learns in a CMV
conversation 1 as a case study. Figure 4 demonstrates the re-
sult. Different colors denote the multi-head attention, and the
attention score is higher if the color is darker. In this conver-
sation, the replier first agrees with the author’s point of view,
and then gives a negative example of this point. We can see
the links from sentence 21 to sentences 1 and 20 because
sentence 21 illustrates how the replier attacks the original
poster, while sentences 1 is the claim from original poster
and sentence 20 is the summarization of the author’s idea.
The attention mechanism builds the relation among ADU
and helps us understand each claim and premise. Finally the
replier successfully convinced the original poster.

Conclusion
In this paper, we introduce a hierarchical graph setting to
argument mining and propose a novel graph-based model
leveraging argument structure to jointly predict the stance
and the persuasiveness. The experiment demonstrates that
our graph setting and graph aggregation module are impor-
tant for persuasiveness prediction. In the future, our model
can be used to recommend retrieved passages for the topic.
On the other hand, our model can be extended to other tasks
in argument mining. For example, our model can be used to
encode argument history and generate attractive arguments
for debate or salesman use and other novel applications.
Also, the score of our model can serve as an auxiliary task
for other tasks in the argument mining to optimize. Our code

1https://www.reddit.com/r/changemyview/comments/3fvhjh/
cmv antivictimblaming culture is suppressing the/ctsfvej/
?context=8&depth=9

is publicly available for the research community.2
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