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**Abstract**

Providing explanations for deep neural networks (DNNs) is essential for their use in domains wherein the interpretability of decisions is a critical prerequisite. Despite the plethora of work on interpreting DNNs, most existing solutions offer interpretability in an ad hoc, one-shot, and static manner, without accounting for the perception, understanding, or response of end-users, resulting in their poor usability in practice. In this paper, we argue that DNN interpretability should be implemented as the interactions between users and models. We present i-Algebra, a first-of-its-kind interactive framework for interpreting DNNs. At its core is a library of atomic, composable operators, which explain model behaviors at varying input granularity, during different inference stages, and from distinct interpretation perspectives. Leveraging a declarative query language, users are enabled to build various analysis tools (e.g., "drill-down", "comparative", "what-if" analysis) via flexibly composing such operators. We present i-Algebra and conduct user studies in a set of representative analysis tasks, including inspecting adversarial inputs, resolving model inconsistency, and cleansing contaminated data, all demonstrating its promising usability.

Yet, despite the enhanced interpretability, today’s IDLSes are still far from being practically useful. In particular, most IDLSes provide interpretability in an ad hoc, single-shot, and static manner, without accounting for the perception, understanding, and response of the users, resulting in their poor usability in practice. For instance, most IDLSes generate a static saliency map to highlight the most informative features of a given input; however, in concrete analysis tasks, the users often desire to know more, for instance,

- How does the feature importance change if some other features are present/absent?
- How does the feature importance evolve over different stages of the DNN model?
- What are the common features of two inputs that lead to their similar predictions?
- What are the discriminative features of two inputs that result in their different predictions?

Moreover, the answer to one question may trigger followup questions from the user, giving rise to an interactive process. Unfortunately, the existing IDLSes, limited by their non-interactive designs, fail to provide interpretability tailored to the needs of individual users.

**Our Work** – To bridge the striking gap, we present i-Algebra, a first-of-its-kind interactive framework for interpreting DNN models, which allows non-expert users to easily explore a variety of interpretation operations and perform interactive analyses. The overall design goal of i-Algebra is to implement the DNN interpretability as the interactions between the user and the model.

Specifically, to accommodate a range of user preferences for interactive modes with respect to different DNN models and analysis tasks, we design an expressive algebraic framework, as shown in Figure 1. Its fundamental building blocks are a library of atomic operators, which essentially produce DNN interpretability at varying input granularity, during different model stages, and from complementary inference perspectives. On top of this library, we define a SQL-like declarative query language, which allows users to flexibly compose the atomic operators and construct a variety of analysis tasks (e.g., "drill-down," "what-if," "comparative" analyses). As a concrete example, given two inputs \( x \) and \( x' \), the query below compares their interpretation at the \( l \)-th
layer of the DNN $f$ and finds the most discriminative features of $x$ and $x'$ with respect to their predictions.

```
select 1 from f(x) left join (select 1 from f(x'))
```

We prototype i-Algebra and evaluate its usability in three representative tasks: resolving model inconsistency, inspecting adversarial inputs, and cleansing contaminated data. The studies conducted on Amazon MTurk show that compared with the conventional interpretability paradigm, i-Algebra significantly improves the analysts’ performance. For example, in the task of resolving model inconsistency, we observe over 30% increase in the analysts’ accuracy of identifying correct predictions and over 29% decrease in their task execution time; in the task of identifying adversarial inputs, i-Algebra improves the analysts’ overall accuracy by 26%; while in the task of cleansing poisoning data, i-Algebra helps the analysts’ detecting over 60% of the data points misclassified by the automated tool.

**Our Contributions** – To our best knowledge, i-Algebra represents the first framework for interactive interpretation of DNNs. Our contributions are summarized as follows.

- We promote a new paradigm for interactive interpretation of DNN behaviors, which accounts for the perception, understanding, and responses of end-users.
- We realize this paradigm with an expressive algebraic framework built upon a library of atomic interpretation operators, which can be flexibly composed to construct various analysis tasks.
- We prototype i-Algebra and empirically evaluate it in three representative analysis tasks, all showing its promising usability in practice.

**Background and Overview**

**DNN Interpretation**

We primarily focus on predictive tasks (e.g., image classification): a DNN $f$ represents a function $f : \mathcal{X} \to \mathcal{C}$, which assigns a given input $x \in \mathcal{X}$ to one of a set of predefined classes $\mathcal{C}$. We mainly consider post-hoc, instance-level interpretation, which explains the causal relationship between input $x$ and model prediction $f(x)$. Such interpretations are commonly given in the form of *attribution maps*. Typically, the interpreter $g$ generates an attribution map $m = g(x; f)$, with its $i$-th element $m[i]$ quantifying the importance of $x$’s $i$-th feature $x[i]$ with respect to $f(x)$.

**Overview of i-Algebra**

Despite the rich collection of interpretation models, they are used in an ad hoc and static manner within most existing IDLSes, resulting in their poor usability in practice (Zhang et al. 2020). To address this, it is essential to account for the perception, understanding, and response of end-users. We achieve this by developing i-Algebra, an interactive framework that allows users to easily analyze DNN’s behavior through the lens of interpretation.

**Mechanisms** – i-Algebra is built upon a library of composable atomic operators, which provides interpretability at different input granularities (e.g., within a user-selected window), during different model stages (e.g., at a specific DNN layer), and from different inference perspectives (e.g., finding discriminative features). Note that we only define the functionality of these operators, while their implementation can be flexibly based on concrete interpretation models.

**Interfaces** – On top of this library, we define an SQL-like declarative query language to allow users to flexibly compose the operators to construct various analysis tasks (e.g., “drill-down,” “what-if,” “comparative” analysis), which accommodates the diversity of analytical needs from different users and circumvents the “one-size-fits-all” challenge.

**An Interpretation Algebra**

We begin by describing the library of atomic operators. Note that the operators can inherently be extended and all the operators are defined in a declarative manner, independent of their concrete implementation.

**Atomic Operators**

At the core of i-Algebra is a library of atomic operators, including *identity, projection, selection, join*, and *anti-join*. We exemplify with the Shapley value framework (Ancona, Öztireli, and Gross 2019; Chen et al. 2019) to illustrate one possible implementation of i-Algebra, which can also be implemented based on other interpretation models.

**Identity** – The *identity* operator represents the basic interpretation $\phi(x; x, f)$, which generates the interpretation of a given input $x$ with respect to the DNN $f$ and a baseline input...
Given input. For an input and redefine the attribution map as:

\[ x_{I_k} = \begin{cases} x_i & (i \in I_k) \\ \bar{x}_i & (i \notin I_k) \end{cases} \]  

Intuitively, \( x_{I_k} \) substitutes \( \bar{x} \) with \( x \) along the dimensions of \( I_k \). Then the attribution map is calculated as:

\[ \phi(x)_i = \frac{1}{d} \sum_{k=0}^{d-1} E_{I_k} [ f(x_{I_k \cup \{i\}}) - f(x_{I_k}) ] \]

where \( I_k \) is randomly sampled from \( I \setminus \{i\} \).

**Projection** – While the basic interpretation describes the global importance of \( x \)'s features with respect to its prediction \( f(x) \), the user may wish to estimate the local importance of a subset of features. Intuitively, the global importance approximates the decision boundary in a high dimensional space, while the local importance focuses on a lower-dimensional space, thereby being able to describe the local boundary more precisely.

The projection operator \( \Pi \) allows the user to zoom in a given input. For an input \( x \) and a window \( w \) (on \( x \)) selected by the user, \( \Pi_w(x) \) generates the local importance of \( x \)'s features within \( w \). To implement it within the Shapley framework, we marginalize \( x \)'s part outside the window \( w \) with the baseline input \( \bar{x} \) and compute the marginalized interpretation. Let \( w \) corresponds to the set of indices \( \{w_1, w_2, \ldots, w_{|w|}\} \) in \( I \). To support projection, we define the coalition \( I_k \) as a \( k \)-sized subset of \( \{w_1, w_2, \ldots, w_{|w|}\} \) in \( I \). To support projection, we define the coalition \( I_k \) as a \( k \)-sized subset of \( \{w_1, w_2, \ldots, w_{|w|}\} \) in \( I \). To support projection, we define the coalition \( I_k \) as a \( k \)-sized subset of \( \{w_1, w_2, \ldots, w_{|w|}\} \) in \( I \).

\[
\left[ \Pi_w(x) \right]_{[f]} = \begin{cases} \frac{1}{|w|} \sum_{i=0}^{|w|-1} E_{I_i} [ f(x_{I_i \cup \{i\}}) - f(x_{I_i}) ] & i \in w \\ 0 & i \notin w \end{cases}
\]

Figure 2 illustrates a set of sample images and their interpretation under the identity and projection operators (within user-selected windows). Observe that the projection operator highlights how the model’s attention shifts if the features out of the window are nullified, which is essential for performing the “what-if” analysis.

**Selection** – While the basic interpretation shows the static importance of \( x \)'s features, the user may also be interested in understanding how the feature importance varies dynamically throughout different inference stages. Intuitively, this dynamic importance interpretation captures the shifting of the “attention” of DNNs during different stages, which helps the user conduct an in-depth analysis of the inference process (Kapathy, Johnson, and Fei-Fei 2016).

The selection operator \( \sigma \) allows the user to navigate through different stages of DNNs and investigate the dynamic feature importance. Given an input \( x \), a DNN \( f \) which consists of \( n \) layers \( f_{[1:n]} \), and the layer index \( i \) selected by the user, \( \sigma_i(x) \) generates the interpretation at the \( i \)-th layer.

1When the context is clear, we omit \( \bar{x} \) and \( f \) in the notation.
classification, the user may be interested in finding the most contrastive features of two images that result in their different classifications.

Within the Shapley value framework, the anti-join operator \( x \odot x' \) can be implemented as the attribution map of \( x \) with respect to \( x' \) and that of \( x' \) with respect to \( x \):

\[
[x \odot x']_l = ([\phi(x; x', f)]_l, [\phi(x'; x, f)]_l)
\]

(6)

It is worth comparing Eqn (5) and Eqn (6): Eqn (5) compares \( x \) and \( x' \) with the baseline \( \bar{x} \), highlighting the contribution of each feature of \( x \) and \( x' \) with respect to the difference \( f(x) - f(\bar{x}) \) (and \( f(x') - f(\bar{x}) \)); meanwhile, Eqn (6) compares \( x \) and \( x' \), highlighting the contribution of each feature of \( x \) and \( x' \) with respect to the difference \( f(x) - f(x') \) (and \( f(x') - f(x) \)).

Figure 6 compares sample inputs and their attribution maps under the join operator. In each pair, one is a legitimate input and classified correctly (e.g., “ship” and “dog”); the other is an adversarial input (crafted by the PGD attack (Madry et al. 2018)) and misclassified (e.g., “frog” and “cat”). The anti-join operator highlights the most discriminative features that result in their different predictions.

Note that the anti-join operator is extensible to the case of the same input \( x \) but different models \( f \) and \( f' \). Specifically, to compute \( x \)’s features that discriminate \( f(x) \) from \( f'(x) \), we update the expectation in Eqn (2) as \( \mathbb{E}_{l_i}[f(x_{k_i \mid i}) - f'(x_{k_i \mid i})] \). Intuitively, for \( i \)-th feature, we compute the difference of its contribution with respect to \( f(x) \) and \( f'(x) \).

Compositions

The library of atomic operators is naturally composable. For instance, one may combine the selection and projection operators, \( \Pi_u(\sigma_l(x)) \), which extracts the interpretation at the \( l \)-th layer of the DNN and magnifies the features within the window \( u \); it is possible to compose the join and selection operators, \( \sigma_l(x) \triangleright \sigma_l(x') \), which highlights the most discriminative features of \( x \) and \( x' \) resulting in their different predictions from the view of the \( l \)-th layer of the DNN \( f \); further, it is possible to combine two anti-join operators, \( x_1 \odot x_2 \odot x_3 \), which generates the most discriminative features of each input with respect to the rest two.

To ensure their semantic correctness, one may specify that the compositions of different operators to satisfy certain properties (e.g., commutative). For instance, the composition of the selection (\( \sigma \)) and projection (\( \Pi \)) operators needs to satisfy the commutative property, that is, the order of applying the two operators should not affect the interpretation result, \( \Pi_u(\sigma_l(x)) = \sigma_l(\Pi_u(x)) \). Moreover, certain compositions are allowed only under certain conditions (conditional). For instance, the composition of two selection operators, \( \sigma_l(\sigma_{l'}(x)) \), is only defined if \( l \leq l' \), that is, it generates the interpretation of \( x \) with respect to the layer with the smaller index in \( l \) and \( l' \) of the DNN \( f \). Further, the composition of the join and anti-join operators are undefined.

Interactive Interpretation

Further, i-Algebra offers a declarative language that allows users to easily “query” the interpretation of DNN behaviors and build interactive analysis tasks as combinations of queries (cf. Figure 1).

A Declarative Query Language

Specifically, we define an SQL-like declarative query language for interpreting DNN behaviors. Next we first define the statements for each atomic operator and then discuss their compositions.

We use a set of keywords: “select” for the selection operator, “where” for the projection operator, “join” for the join operator, and “left join” for the anti-join operator. The atomic operators can be invoked using the following statements:

- select \( * \) from \( f(x) \)
  - the identity operator \( \phi(x) \).
- select \( * \) from \( f(x) \) where \( u \)
  - the projection operator \( \Pi_u(x) \).
- select \( i \) from \( f(x) \)
  - the selection operator \( \sigma_l(x) \).
- select \( * \) from \( f(x) \) join (select \( * \) from \( f(x') \))
  - the join operator \( x \bowtie x' \).
- select \( * \) from \( f(x) \) left join (select \( * \) from \( f(x') \))
  - the anti-join operator \( x \odot x' \).

Similar to the concept of “sub-queries” in SQL, more complicated operators can be built by composing the statements of atomic operators. Following are a few examples:

- select \( i \) from \( f(x) \) where \( u \)
  - the composition of selection and projection \( \Pi_u(\sigma_l(x)) \).
- select \( i \) from \( f(x) \) join (select \( i \) from \( f(x') \))
  - the composition of join and selection \( \sigma_l(x) \bowtie \sigma_l(x') \).
Interactive Analysis

Through the declarative queries, users are able to conduct an in-depth analysis of DNN behaviors, including:

Drill-Down Analysis – Here the user applies a sequence of projection and/or selection to investigate how the DNN model $f$ classifies a given input $x$ at different granularities of $x$ and at different stages of $f$. This analysis helps answer important questions such as: (i) how does the importance of $x$’s features evolve through different stages of $f$? (ii) which parts of $x$ are likely to be the cause of its misclassification? (iii) which stages of $f$ do not function as expected?

Comparative Analysis – In a comparative analysis, the user applies a combination of join and/or anti-join operators on the target input $x$ and a set of reference inputs $X$ to compare how the DNN $f$ processes $x$ and $x’ \in X$. This analysis helps answer important questions, including: (i) from $f$’s view, why are $x$ and $x’ \in X$ similar or different? (ii) does $f$ indeed find the discriminative features of $x$ and $x’ \in X$? (iii) if $x$ is misclassified into the class of $x’$, which parts of $x$ are likely to be the cause?

What-If Analysis – In what-if analysis, the user modifies parts of the input $x$ before applying the operators and compares the interpretation before and after the modification. The modification may include (i) nullification (e.g., replacing parts of $x$ with baseline), (ii) substitution (e.g., substituting parts of $x$ with another input), and (iii) transformation (e.g., scaling, rotating, shifting). This analysis allows the user to analyze $f$’s sensitivity to each part of $x$ and its robustness against perturbation.

Note that these tasks are not exclusive; rather, they may complement each other by providing different perspectives on the behaviors of DNN models.

Empirical Evaluation

We prototype i-Algebra and empirically evaluate its usability in a set of case studies. The evaluation is designed to answer the following key questions.

- RQ1: Versatility – Does i-Algebra effectively support a range of analysis tasks?
- RQ2: Effectiveness – Does it significantly improve the analysis efficacy in such tasks?
- RQ3: Usability – Does it provide intuitive, user-friendly interfaces for analysts?

We conduct user studies on the Amazon MTurk platform, in which each task involves 1,250 assignments conducted by 50 qualified workers. We apply the following quality control: (i) the users are instructed about the task goals and declarative queries, and (ii) the tasks are set as small batches to reduce bias and exhaustion.

Case A: Resolving Model Inconsistency

Two DNNs trained for the same task often differ slightly due to (i) different training datasets, (ii) different training regimes, and (iii) randomness inherent in training algorithms (e.g., random shuffle and dropout). It is thus critical to identify the correct one when multiple DNNs disagree on the prediction on a given input. In this case study, the user is requested to use i-Algebra to resolve cases that are inconsistent between two DNNs $f$ and $f’$.

Setting – On CIFAR10, we train two VGG19 models $f$ and $f’$. In the testing set of CIFAR10, 946 samples are predicted differently by $f$ and $f’$, in which 261 samples are correctly predicted by $f$ and 565 samples by $f’$. Within this set, 824 inputs are classified correctly by either $f$ or $f’$, which we collect as the testing set $T$ for our study.

We randomly sample 50 inputs (half predicted correctly by $f$ and the rest by $f’$) from $T$ to form the testing set. The baseline directly generates the interpretation $f(x)$ and $f’(x)$ for each input $x$; i-Algebra applies the Anti-Join operator to highlight $x$’s most discriminative features (from the views of $f$ and $f’$) that result in its different predictions, with the declarative query given as:

$$select \ s from \ f(x) \ left join \ (select \ s from \ f’(x))$$

Figure 7 shows a set of sample inputs, their classification under $f$ and $f’$, and their interpretation by i-Algebra in Case A. Note that the discriminative features on the correct model tend to agree with human perception better.

Evaluation – We evaluate i-Algebra in terms of (i) effectiveness – whether it helps users identify the correct predictions, and (ii) efficiency – whether it helps users conduct the analysis more efficiently. We measure the effectiveness using the metric of accuracy (the fraction of correctly distinguished inputs among total inputs) and assess the efficiency using the metric of user response time (URT), which is measured by the average time the users spend on each input.

Figure 8 compares the users’ performance using the baseline and i-Algebra on the task of resolving model inconsistency. We have the following observations: (i) i-Algebra significantly improves the users’ accuracy of identifying the correct predictions on both $f$ and $f’$, with the overall accu-
racy increasing by around 30%; (ii) Despite its slightly more complicated interfaces, the URT on i-Algebra does not observe a significant change from the baseline, highlighting its easy-to-use mechanisms and interfaces.

**Case B: Detecting Adversarial Inputs**

One intriguing property of DNNs is their vulnerability to adversarial inputs, which are maliciously crafted samples to deceive target DNNs (Madry et al. 2018; Carlini and Wagner 2017). Adversarial inputs are often generated by carefully perturbing benign inputs, with difference imperceptible to human perception. Recent work has proposed to leverage interpretation as a defense mechanism to detect adversarial inputs (Tao et al. 2018). Yet, it is shown that the interpretation model is often misaligned with the underlying DNN model, resulting in the possibility for the adversary to deceive both models simultaneously (Zhang et al. 2020). In this use case, the users are requested to leverage i-Algebra to inspect potential adversarial inputs from multiple different interpretation perspectives, making it challenging for the adversary to evade the detection across all such views.

**Setting** – We use ImageNet as the dataset and consider a pre-trained ResNet50 (77.15% top-1 accuracy) as the target DNN. We train a set of truncated models (l = 2, 3, 4) for the selection operator σl(x). We apply ADV² (Zhang et al. 2020), an attack designed to generate adversarial inputs deceiving both the DNN and its coupled interpreter. Specifically, ADV² optimizes the objective function:

\[
\min_{x} \ell_{\text{pad}} (f(x), c_t) + \lambda \ell_{\text{att}} (g(x; f), m_t)
\]

s.t. \[\Delta(x, x_\text{adv}) \leq \epsilon\]  

(7)

where \(\ell_{\text{pad}}\) ensures that the adversarial input \(x\) is misclassified to a target class \(c_t\) by the DNN \(f\), and \(\ell_{\text{att}}\) ensures that \(x\) generates an attribution map similar to a target map \(m_t\) (the attribution map of the benign input \(x_\text{adv}\)).

We randomly sample 50 inputs and generate their adversarial counterparts, which are combined with another 50 randomly sampled benign inputs to form the testing set \(T\). We request the users to identify the adversarial inputs through the lens of baseline and i-Algebra. By varying \(l\) and \(w\), i-Algebra provides interpretation at various inference stages and input granularity, with the query template as:

\[
\text{select } l \text{ from } \ell(x) \text{ where } w
\]

Figure 9 shows sample adversarial inputs and their interpretation under i-Algebra. Observe that from complementary perspectives, the adversarial inputs show fairly distinguishable interpretation.

**Evaluation** – We assess the usability of i-Algebra in terms of (i) whether it helps users identify the adversarial inputs more accurately, and (ii) whether it helps users conduct the analysis more efficiently. Specifically, considering adversarial and benign inputs as positive and negative cases, we measure the effectiveness using precision and recall. We assess the efficiency using the metric of user response time (URT), which is measured by the average time the users spend on each task with the given tool.

Figure 10 compares the users’ performance and URT using the baseline interpretation and i-Algebra on the task of identifying adversarial inputs. We have the following observations: (i) through the lens of interpretation from multiple complementary perspectives, i-Algebra improves the users’ effectiveness of distinguishing adversarial and benign inputs with about 26% increase in the overall accuracy; (ii) compared with the baseline, the average URT on i-Algebra grows from 60.45s to 303.54s, which can be intuitively explained by its requirement for multiple rounds of interactive queries. Given the significant performance improvement, the cost of execution time is well justified.

**Case C: Cleansing Poisoning Data**

Orthogonal to adversarial examples, another concern for the safety of DNNs is their vulnerability to manipulations of their training data. In the backdoor attacks (e.g., (Gu, Dolan-Gavitt, and Garg 2017)), by injecting corrupted inputs in training a DNN, the adversary forces the resultant model to (i) misclassify the inputs embedded with particular patterns (“triggers”) to a target class and (ii) behave normally on benign inputs. Figure 11 shows a set of trigger-embedded inputs which are misclassified from “truck” to “deer”.

Since the backdoored DNNs correctly classify benign inputs, once trained, they are insidious to be detected. One mitigation is to detect corrupted instances in the training set, and then to use cleansed data to re-train the DNN (Tran, Li, and Madry 2018). Typically, the analyst applies statistical
analysis on the deep representations of the training data and detects poisoning inputs based on their statistical anomaly.

The users use i-Algebra to refine the results detected by the automated detection method. Through the lens of the interpretation, the users may inspect the inputs that fall in the uncertain regions (e.g., 1.25 ~ 1.75 s.t.d.) and identify false positives and false negatives by the automated method.

**Setting** – We use CIFAR10 as the dataset and VGG19 as the DNN. We use the backdoor attack in (Gu, Dolan-Gavitt, and Garg 2017) to generate poisoning instances in one particular class “truck”. We apply spectral signature (Tran, Li, and Madry 2018) to identify potential poisoning instances. For each input $x_i$ in a particular class, it examines $x_i$’s latent representation $\mathcal{R}(x_i)$ at the penultimate layer. After obtaining the top right singular vector of the centered representation $[\mathcal{R}(x_i) - \frac{1}{n} \sum_{i=1}^{n} \mathcal{R}(x_i)]_{i=1}^{n}$, the inputs beyond 1.5 standard deviation from the center are identified as poisonous. However, this automated tool is fairly inaccurate. Table 1 summarizes the predicted results and the ground truth. In this case, we request the users to identify positive and negative cases that are misclassified by the automated tool, with the query template given as:

$\text{select } l \text{ from } f(x)$

**Evaluation** – We measure the users’ effectiveness of distinguishing positive and negative cases. The results are listed in Table 2. Observe that equipped with i-Algebra, the users successfully classify around 60% of the data point misclassified by the automated tool. Figure 12 shows the distribution of URT for this task. Note that a majority of users take less than 50s to complete the tasks.

<table>
<thead>
<tr>
<th>Prediction</th>
<th>Ground-truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+</td>
</tr>
<tr>
<td>+</td>
<td>48</td>
</tr>
<tr>
<td>-</td>
<td>399</td>
</tr>
</tbody>
</table>

Table 1: Statistics of samples in Case C.

\begin{tabular}{|c|c|c|}
\hline
Precision | Recall | Accuracy | F1-Score  \\
\hline
0.609     | 0.6343 | 0.586    | 0.622     \\
\hline
\end{tabular}

Table 2: Users’ performance under i-Algebra in Case C.

**Related Work**

**Interpretable Deep Learning** – Typically, DNN interpretability can be obtained by either designing interpretable models (Zhang, Nian Wu, and Zhu 2018) or extracting post-hoc interpretations. The post-hoc interpretation methods can be categorized as backprop-(Sundararajan, Taly, and Yan 2017), representation-(Selvaraju et al. 2017), meta-model-(Dabkowski and Gal 2017), and perturbation-based (Fong and Vedaldi 2017). Instead of developing yet another interpretation method or enhancing existing ones, this work proposes the paradigm of interactive interpretability, which can be flexibly implemented upon existing methods.

**Model Attacks and Defenses** – DNNs are becoming the new targets of malicious attacks, including adversarial attacks (Carlini and Wagner 2017) and poisoning attacks (Shafahi et al. 2018). Although a line of work strives to improve DNN robustness (Tramèr et al. 2018; Tran, Li, and Madry 2018), existing defenses are often penetrated by even stronger attacks (Ling et al. 2019), resulting in a constant arms race. Our work involves the users in the process of model robustness improvement, which is conducive to enhancing model trustworthiness.

**Interactive Learning** – Interactive learning couples humans and machine learning models tightly within the learning process. The existing work can be roughly categorized as model understanding (Krause, Perer, and Bertini 2016; Krause, Perer, and Ng 2016), which allows users to interpret models’ input-output dependence, and model debugging (Wu et al. 2019; Nushi, Kamar, and Horvitz 2018), which allows users to detect and fix models’ mistakes. i-Algebra can be leveraged to not only understand DNNs’ behaviors but also facilitate diverse security tasks including model debugging, data cleansing, and attack inspection.

**Conclusion**

This work promotes a paradigm shift from static interpretation to interactive interpretation of DNNs, which significantly improves the usability of existing interpretation models in practice. We design and prototype i-Algebra, a first-of-its-kind interactive framework for DNN interpretation. The extensive studies in three representative analysis tasks all demonstrate the promising usability of i-Algebra.
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