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Abstract

Classification of quantum data is essential for quantum machine learning and near-term quantum technologies. In this paper, we propose a new hybrid quantum-classical framework for supervised quantum learning, which we call Variational Shadow Quantum Learning (VSQI). Our method in particular utilizes the classical shadows of quantum data, which fundamentally represent the side information of quantum data with respect to certain physical observables. Specifically, we first use variational shadow quantum circuits to extract classical features in a convolution way and then utilize a fully-connected neural network to complete the classification task. We show that this method could sharply reduce the number of parameters and thus better facilitate quantum circuit training. Simultaneously, less noise will be introduced since fewer quantum gates are employed in such shadow circuits. Moreover, we show that the Barren Plateau issue, a significant gradient vanishing problem in quantum machine learning, could be avoided in VSQI. Finally, we demonstrate the efficiency of VSQI in quantum classification via numerical experiments on the classification of quantum states and the recognition of multi-labeled handwritten digits. In particular, our VSQI approach outperforms existing variational quantum classifiers in the test accuracy in the binary case of handwritten digit recognition and notably requires much fewer parameters.

Introduction

Quantum computers are expected to have significant applications in solving challenging problems in information processing. Inspired by the powerful capacity of classical supervised learning and its growing community (Lecun, Bengio, and Hinton 2015; Goodfellow, Bengio, and Courville 2016), it is natural to develop their quantum counterparts and explore the emerging field of quantum machine learning (QML) (Biamonte et al. 2017; Schuld, Sinayskiy, and Petruccione 2015; Ciliberto et al. 2018; Lloyd, Mohseni, and Rebentrost 2013). Among many topics in this area, classification is one of the most important tasks, e.g., distinguishing quantum states (Bae and Kwek 2015; Chen et al. 2018; Patterson et al. 2019) or recognizing classical data (Havlíček et al. 2019; Benedetti et al. 2019; Schuld et al. 2020). Classification is usually described as a decision making process with discrete variable where the processing unit is provided with a labeled training set $\mathcal{D}^{(\text{train})} = \{(\rho^{(m)}, y^{(m)})\}$ in order to find the convoluted mapping $\mathcal{F}$ between each set element $\rho^{(m)}$ and its corresponding label $y^{(m)}$. Once the training process is complete, we would expect the classifier $\mathcal{F}$ not only learns the map $\mathcal{F}(\rho^{(m)}) = y^{(m)}$ precisely, but also generalizes its capacity of discrimination to discover some hidden features shared with similar test data $\mathcal{F}(\rho^{(new)}) = y^{(new)}$ (i.e. recognize an unseen cat as a cat). This ability of generalization is valuable to all classification tasks, and hence it is frequently used to benchmark the performance of a classifier.

In classical machine learning, various approaches have been proposed to implement classification tasks, including perceptron-based algorithms, support vector machines, and the most prevalent neural network (NN) framework (Lecun, Bengio, and Hinton 2015). With the quantum computing community growing in the NISQ era (Preskill 2018), similar ideas have been developed respectively, including the quantum perceptron model (Kapoor, Wiebe, and Svore 2016), kernel-based method (Li, Chakrabarti, and Wu 2019), and the quantum neural network (QNN) framework (Havlíček et al. 2019; Mitarai et al. 2018; Schuld et al. 2020; Grant et al. 2018; Farhi and Neven 2018; Schuld and Petruccione 2018; Bhatia et al. 2019).

This paper focuses on the QNN-based algorithms, also referred to as Variational Quantum Algorithms (VQA) or hybrid quantum-classical algorithms since they are regarded as well-suited for execution on NISQ devices by combining quantum computers with classical computers. The main idea of VQA is employing parametrized quantum circuits (as a unitary neural network architecture) to search the Hilbert space and combining classical optimization methods like gradient descent (GD) to find the best parameters (Peruzzo et al. 2014; Kandala et al. 2017; Farhi, Goldstone, and Gutmann 2014; Farhi and Harrow 2016). VQA has been applied to many topics such as quantum eigensolver (Peruzzo et al. 2014), quantum simulation (Yuan et al. 2019), quantum state distance estimation (Cerezo et al. 2020a; Chen et al. 2020) and quantum matrix decomposition (Wang, Song, and Wang 2020). So far, most proposals for variational quantum classification process information in the global sense such that the quantum circuit always acts on the whole Hilbert space fulfilling high-dimensional transformation. And the classi-
cal feature/information extracted from the quantum system is achieved through measurement. This formulation faces two potential challenges. There could exist more efficient architectures to achieve the same task performance but significantly reducing the quantum resource required (number of quantum gates) by limiting the operating scope to a few selected qubits. The other challenge is the notorious Barren Plateau problem (McClean et al. 2018). As the problem size increases, it will exhibit exponentially vanishing gradients, making the optimization landscape flat and hence untrainable using gradient-based optimization methods.

To overcome the above challenges, we explore a significantly different hybrid architecture based on classical shadows. In comparison, our method extracts only "local" features from the subspace, which we call shadow features. We introduce shadow features for quantum classification due to the inspiration from the recent studies on shadows (Aaronson 2018; Huang, Kueng, and Preskill 2020). Specifically, important quantum properties such as quantum solid angles and entanglement entropies can be predicted using classical shadows rather than possessing full information of the quantum states (Huang, Kueng, and Preskill 2020). This provides us the intuition that classical shadows may also be applied in quantum classification.

**Contributions.** Our work is, as far as we know, the first attempt to combine the concept of shadow with the mindset of learning. We propose a Variational Shadow Quantum Learning (VSQL) framework that could be adapted to many near-term quantum applications. In particular, we apply this framework to develop quantum classifiers for near-term quantum devices. Firstly, we employ the parameterized shadow quantum circuits \(U(\theta)\) (denoted as shadow circuits) acting on selected local qubit subspace rather than the whole qubit Hilbert space, which considers the operating space efficiency and the connectivity limit on quantum hardware. Secondly, the shadow features of the input data (encoded as quantum states \(\rho^{(m)}\)) with labels \(y^{(m)}\) will be computed via measuring the Pauli \(X \otimes X \cdots \otimes X\) observables on the quantum devices. The final step is to utilize a classical Fully-Connected Neural Network (FCNN) to post-process these shadow features, and we could then decide the label prediction \(y^{(m)}\) through an activation function. We refer to Fig. 1 for a detailed sketch of our method for binary classification.

The contributions of our work are multi-folded. First, we introduce a hybrid quantum-classical framework that can be easily implemented on quantum devices with topological connectivity limits, since our VSQL mainly considers locally-operated quantum circuits. Second, we show that VSQL involves significantly fewer number of parameters (independent of the problem size) than existing variational quantum classifiers (Schuld et al. 2020; Farhi and Neven 2018). Notably, we prove that VSQL could naturally avoid the Barren Plateau issue (McClean et al. 2018) (gradients vanishing issue in QML) by limiting the operating scope. Finally, we demonstrate real-world applications of VSQL to do quantum state classification and handwritten digits recognition. We in particular show that VSQL outperforms existing variational quantum classifiers in the test accuracy while requiring much fewer parameters.

**Method**

**Preliminaries and Notations**

Here, we briefly introduce the basic concepts of quantum computation that are necessary for this paper. Interested readers are recommended to the celebrated textbook by Nielsen and Chuang (Nielsen and Chuang 2002). Information in the quantum computing field is represented by \(n\)-qubit quantum states over space \(\mathbb{C}^{2^n} \times 2^n\), which could be mathematically described by positive semi-definite matrices \(\rho\geq 0\) with property \(\text{Tr} (\rho)= 1\). Following this density matrix formulation, a quantum state is pure if \(\text{Rank} (\rho)= 1\); otherwise, it is mixed. For a pure state \(\rho\), it can be represented as a unit vector in the sense that \(\rho = |\psi\rangle\langle\psi|\), where the ket notation \(|\psi\rangle \in \mathbb{C}^d\) denotes a column vector and bra notation \(\langle\psi| = |\psi\rangle^\dagger\) with \(\dagger\) denoting conjugate transpose. In general, we would also use \(|\psi\rangle\) to denote a pure state for simplicity. A mixed state could be represented as \(\rho = \sum_i q_i |\psi_i\rangle\langle\psi_i|\), where the coefficients \(q_i\geq 0\) records the probability for quantum system to be in each corresponding pure state \(|\psi_i\rangle\) and hence \(\sum_i q_i = 1\).

In this paper, the unitary matrices

\[
X := \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad Y := \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \quad Z := \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}
\]

(1)

refer specifically to the Pauli matrices. Their corresponding rotation gates are denoted by \(R_P(\theta) := e^{-i\theta P/2} = \cos \frac{\theta}{2} \mathbb{I} - i \sin \frac{\theta}{2} P\), where \(\theta \in [0, 2\pi]\) is the rotation angle and \(P \in \{X, Y, Z\}\). The evolution of a quantum state \(\rho\) could be mathematically described by employing a quantum circuit (or QNN) \(\rho' = U \rho U^\dagger\), where the unitary \(U\) is usually parameterized by a series of rotation gate angles \(\theta\) and basic two-qubit gates. Quantum measurement is usually introduced at the end of algorithms to extract classical information from the quantum states. One hardware-friendly way to fulfill this is through the Pauli expectations \(\langle P \rangle = \text{Tr}(\rho P)\), where \(P \in \{X, Y, Z\} \otimes \cdots \otimes X\) is a single Pauli matrix or Pauli product matrix, e.g., \(P = X \otimes X \cdots \otimes X\).

**Sketch of Our Method**

We now present the sketch of VSQL for binary classification. Our goal is to find the optimal parameters \(\theta^*\) in the shadow circuits \(U(\theta)\) and the best weights \(\{w^*, b^*\}\) in the FCNN such that the algorithm could correctly predict the label of an unknown input quantum state. Like most classifiers, VSQL consists of two separate processes, training and inference. During the training process illustrated in Fig. 1, we are given the training data set encoded in \(n\)-qubit quantum states \(\rho_{\text{train}}^{(m)} := \{(\rho_{\text{in}}^{(m)}, y^{(m)})\}_{m=1}^{N_{\text{train}}}, \)

where \(y^{(m)} \in \{0, 1\}\) denotes the binary label for the \(m\)-th input density matrix \(\rho_{\text{in}}^{(m)}\). Then, the \(n_{\text{qsc}}\)-local shadow circuit acts on the first \(n_{\text{qsc}}\) qubits and the Pauli-(\(X \otimes \cdots \otimes X\)) expectation value is estimated, recorded as shadow feature \(o_1\). Next, the identical shadow circuit is implemented on the subspace spanned from the \(2^n\) up to the \((2 + n_{\text{qsc}} - 1)^{\text{th}}\) qubit to extract the second shadow feature \(o_2\). As the shadow circuit sliding down, we obtain \(n - n_{\text{qsc}} + 1\) shadow features in total. This conversion-like way of sliding through the
(VSQL) for binary classification with neural network parameters.

Figure 1: Sketch of variational shadow quantum learning.

In the quantum device, the shadow circuit is implemented on the subspace of input state \( \rho_{in} \). Sliding through the whole system to collect the Pauli-\((X \otimes X)\) expectations, i.e., shadow features. In the classic device, the resulting shadow features \( o_i \)'s are fed into a fully-connected neural network. Here, the output \( \hat{y} \) is a value between 0 and 1 for binary case. We should denote that all the shadow circuits \( U(\theta) \)'s sliding through the \( n \)-qubit Hilbert space are identical.

qubit positions can be adjusted according to the hardware connectivity. We also note that there is only one shadow circuit here. However, the number of shadow circuits (\( n_s \)) could be increased appropriately to accommodate the difficulty of classification tasks, with \( n_s(n-n_{qsc}+1) \) shadow features. Sequentially, we feed these local features \( \{o_i\} \) into a classical FCNN, which means they are weighted summed with weights \( w \in \mathbb{R}^{n-n_{qsc}+1} \), bias \( b \in \mathbb{R} \) and mapped into the range \( \hat{y}^{(m)} \in [0, 1] \) via the sigmoid activation function \( \sigma(z) = \frac{1}{1+e^{-z}} \). Repeat the same procedure for each input data and compute the accumulated loss \( \mathcal{L}(\theta, w, b; \mathcal{D}^{(train)}) \) between the predicted value \( \hat{y}^{(m)} \) and its true label \( y^{(m)} \). Finally, VSQL utilizes gradient-based optimizer to update the shadow circuit parameters \( \theta \) and the neural network parameters \( w, b \) and gradually minimizing the loss function. Repeat these steps until the loss is converged with tolerance \( \Delta \mathcal{L} \leq \varepsilon \) or other stopping criteria is satisfied. Check Algorithm 1 for details.

During the inference process, the unseen test data set \( \mathcal{D}^{(test)} := \{ (\rho_{in}^{(m)}, y^{(m)} ) \in \{0, 1\} \}^{N_{test}} \) is provided to the classifier \( \mathcal{F} \). We feed each sample in the test set to the trained hybrid framework (combination of shadow circuit and FCNN) to predict its label. Then, the test accuracy could be calculated by comparing the predicted labels and the true labels. Due to the space limitation, we refer the details to Appendix. Furthermore, VSQL can be naturally generalized to multi-label classification by replacing the sigmoid activation function with a softmax function. We defer the details for multi-label classification to Appendix.

Loss Function

Given the data set \( \mathcal{D} := \{ (\rho_{in}^{(m)}, y^{(m)} ) \}^{N}_{m=1} \) and \( n_{qsc} \)-local shadow circuits, the loss function of VSQL for binary classification is designed to be the mean square error\(^1\) (Ziegel, Lehmann, and Casella 1999):

\[
\mathcal{L}(\theta, w, b; \mathcal{D}) := \frac{1}{2N} \sum_{m=1}^{N} \left[ \hat{y}^{(m)} ((\rho_{in}^{(m)}; \theta, w, b) - y^{(m)} )^2 \right].
\]

Here, the predicted label \( \hat{y}^{(m)} \) is defined as follows:

\[
\hat{y}^{(m)} ((\rho_{in}^{(m)}; \theta, w, b) := \sigma \left( \sum_i w_i o_i^{(m)} (\rho_{in}^{(m)}; \theta) + b \right),
\]

where \( \sigma(z) \) denotes the sigmoid activation function and the shadow features \( o_i \) are calculated through

\[
o_i^{(m)} (\rho_{in}^{(m)}; \theta) = \text{Tr} \left( P_i^{(m)} (U^{(m)} \otimes \cdots \otimes U^{(1)} \otimes O (U(\theta) \otimes \cdots \otimes I)) \right),
\]

Note that the shadow circuit \( U(\theta) \) and the physical observable \( O = X \otimes \cdots \otimes X \) are applied on the same local qubits. Additionally, \( U(\theta) \) is usually decomposed as a chain of unitary operators:

\[
U(\theta) = \prod_{l=1}^{L} U_l(\theta_l) V_l,
\]

where \( U_l(\theta_l) = \exp(-i \theta_l P_l/2) \) and \( V_l \) denotes a fixed operator such as Identity, CNOT and so on.

\(^1\)The cross-entropy loss is considered in the multi-label case; see Appendix.

---

Algorithm 1 Variational shadow quantum learning (VSQL) for binary classification: the training process

**Input:** The training data set \( \mathcal{D}^{(train)} := \{ (\rho_{in}^{(m)}, y^{(m)} ) \in \{0, 1\} \}^{N_{train}}, \text{ EPOCH } \), optimization procedure

**Output:** The final parameters \( \theta^*, w^* \) and \( b^* \), and the list of losses

1: Initialize the parameters \( \theta \) of the 2-local (for example) shadow circuit \( U(\theta) \) from uniform distribution \( \text{Unif}[0, 2\pi] \) and \( w, b \) from Gaussian distribution \( \mathcal{N}(0, 1) \)

2: for ep = 1, ..., EPOCH do
3: for \( m = 1, \ldots, N_{\text{train}} \) do
4: Apply multi-times the shadow circuit \( U(\theta) \) to the input density matrix \( \rho_{in}^{(m)} \)
5: Measure the subsystem and estimate a series of expectations \( \langle X \otimes X \rangle \), recorded as \( \sigma_i \)’s
6: Feed the shadow features \( o_i \)'s into the classical neural network and obtain the output \( \hat{y}^{(m)} \)
7: Compute the accumulated loss \( (\hat{y}^{(m)} - y^{(m)})^2 \)
8: end for
9: if the stopping criterion is satisfied then
10: Break
11: end if
12: end for

---
Analytical Gradients

With the above preparation, we can easily derive the analytical gradients, with which VSQL could naturally update its parameters $\theta$ and $\{w, b\}$ via gradient-based optimization method, e.g., SGD (Bottou 2004). For each input $\rho_\text{in}^{(m)}$,

$$
\frac{\partial L}{\partial w_i} = \left( \hat{y}^{(m)} - y^{(m)} \right) \cdot \hat{y}^{(m)} \left( 1 - \hat{y}^{(m)} \right) \cdot \partial_o^{(m)} i,
$$

$$
\frac{\partial L}{\partial b} = \left( \hat{y}^{(m)} - y^{(m)} \right) \cdot \hat{y}^{(m)} \left( 1 - \hat{y}^{(m)} \right),
$$

$$
\frac{\partial L}{\partial \theta_l} = \frac{\partial L}{\partial \hat{y}^{(m)}} \cdot \sum_i \frac{\partial \hat{y}^{(m)}}{\partial \theta_l} \cdot \frac{\partial \sigma^{(m)}}{\partial \hat{y}^{(m)}} \cdot \frac{\partial o^{(m)}}{\partial \theta_l},
$$

For the partial derivatives w.r.t $w_i$ and $b$ written in Eqs. (6) and (7), they would be directly computed in the classical device and used to update $w_i, b$ through the backpropagation algorithm (Goodfellow, Bengio, and Courville 2016). For the partial derivative w.r.t $\theta_l$ in Eq. (8), it can be regarded as a weighted sum of several partial gradients $\partial o^{(m)}_i / \partial \theta_l$,

$$
\frac{\partial o^{(m)}_i}{\partial \theta_l} \left( \theta; \rho_\text{in}^{(m)} \right) = -\frac{1}{2} \text{Tr} \left[ U_{\geq 1}^\dagger OU_{\leq 1} \left[ \rho_i U_{\leq 1}\rho_i U_{\leq 1}^\dagger \right] \right],
$$

where $\rho_i = \text{Tr}_{-i}(\rho_\text{in}^{(m)})$ denotes the partial trace of $\rho_\text{in}^{(m)}$ corresponding to the index $i$, $U_{\leq 1} = \prod_{j=1}^{n-1} U_j(\theta_j)V_j$ and $U_{\geq 1} = \prod_{j=n}^{n-1} U_j(\theta_j)V_j$ and $[\rho, \sigma] = \rho \sigma - \sigma \rho$ is a commutator. This gradient can be calculated exactly on the quantum device with the $\pi/2$ parameter shift rule proposed by Mitarai et al. Compared with the finite difference scheme, this method leads to a faster convergence (Harrow and Napp 2017) and is more suitable to the existing quantum devices.

Theoretical Performance Analysis

Number of Parameters of VSQL

In the hybrid quantum-classical framework, the number of parameters in the quantum circuit is an important metric to measure its complexity and efficiency. The main reason is that updating each parameter is costly in terms of quantum resources as it requires re-running the entire circuit multiple times. Therefore, algorithms with a smaller number of parameters are preferable in the NISQ era. Here, we will exhibit this advantage for VSQL.

There are two kinds of parameters in VSQL, i.e., the parameters $\theta$ in the shadow circuits and the parameters $w, b$ in the classical NN. Assume the action mode of the shadow circuits is “shadow sliding” (illustrated in Fig. 1), which is also employed throughout this paper. The number of parameters of VSQL for binary classification is summarized as follows.

**Proposition 1.** For an $n$-qubit quantum system, if we use $n_s$ shadow circuits, then the number of parameters of VSQL for binary classification is

$$
\# \text{Params} = \# \text{Params}_{\text{in shadow circuits}} + \# \text{Params}_{\text{in NN}} = n_sn_{qsc}D + n_s(n - n_{qsc} + 1) + 1,
$$

where we denote by $n_{qsc}$ the number of qubits of the shadow circuits and assume each shadow circuit consists of $D$ layers with $n_{qsc}$ parameters in each layer.

Thus, VSQL has a parameter quantity that is linearly related to $n$ and $D$ separately, rather than $nD$ that commonly appears in most of the ansatizes employed in the existing literature (Schuld et al. 2020; Farhi and Neven 2018; Mitarai et al. 2018). For a 50-qubit quantum system, if we use just one 2-local shadow circuit with 20 layers, i.e., $n_s = 1, n_{qsc} = 2, D = 20$, then the number of parameters of VSQL is $40 + (50 - 2 + 1) + 1 = 90$, which is much smaller than $nD = 1000$.

Theoretical Classification Ability

In this subsection, we explore the theoretical classification ability of VSQL and give the corresponding necessary and sufficient conditions.

**Theorem 2.** Given two types of input density matrices $\rho_\text{in}^{(0)}$ and $\rho_\text{in}^{(1)}$ with labels 0 and 1, respectively, if there exists a group of $\theta$ that makes at least one pair of shadow features $o_{\theta_i}^{(0)}$ and $o_{\theta_j}^{(1)}$ different, i.e., $|o_{\theta_i}^{(0)} - o_{\theta_j}^{(1)}| > 0$, then VSQL can distinguish them, vice versa.

**Corollary 2.1.** Given two types of $n$-qubit input density matrices. If each pair of their corresponding $m$-local partial traces are identical ($m < n$), then VSQL is theoretically incapable of distinguishing them via $m$-local shadow circuits, and vice versa.

The proof of Corollary 2.1 could be immediately derived from Theorem 2, because getting identical partial traces is equivalent to having same shadow features (cf. Eq. (4)).

After exploring the necessary and sufficient condition for the theoretical classification ability of VSQL, we now discuss this ability under different local shadow circuits. Intuitively, larger shadow circuits will give VSQL stronger classification ability. The following Theorem will give a detailed statement.

**Theorem 3.** Given two types of $n$-qubit input density matrices $\rho_\text{in}^{(0)}$ and $\rho_\text{in}^{(1)}$. If VSQL cannot theoretically distinguish them via $m$-local shadow circuits, then neither can via $m'$-local shadow circuits, where $m' < m < n$. And not vice versa.

The proof is shown in Appendix. From Theorem 3, we confirm the intuition that the larger the number of qubits $n_{qsc}$ of the shadow circuits is, the stronger the theoretical expressive ability of VSQL is. However, if this number is too large, it will lead to other problems, such as the Barren Plateau issue described in the next subsection.

Escape of Barren Plateau

In the last subsection, we have shown that VSQL has a strong theoretical classification ability for a wide range of quantum states, especially by using large local shadow circuits. However, the sizeable operating scope of the shadow circuits will increase network parameters and the cost of compiling given limited hardware connections, and leads to the Barren Plateau (BP) issue. The BP issue (McClean et al.
Proposition 5. The chosen shadow circuit consists of a layer of single-qubit rotations, followed by another layer of \( R_y \) rotations. Then, we compute the loss landscape in Eq. (2) with regard to the first two circuit parameters by fixing all the other parameters with \( \pi/4 \) and setting the bias \( b = 0 \) and \( w \sim N(0, I) \) sampled from a Gaussian distribution. The result, as shown in Fig. 2, is in line with the above analysis, i.e., there is no barren plateaus with \( n_{\text{qsc}} = 2 \), but the loss landscape shrinks dramatically with an increasing \( n_{\text{qsc}} \).

**Numerical Experiments**

We supplement our theoretical results with numerical experiments by classical simulation of VSQL. Specifically, our numerical experiments include distinguishing two (and three) families of 2-qubit quantum states and classifying handwritten digit images taken from the MNIST data set. We also conduct experiments on classifying noisy quantum states to exhibit the robustness of VSQL, which is deferred to Appendix due to limited space. All the simulations and optimization loop are implemented via Paddle Quantum\(^2\) on the PaddlePaddle Deep Learning Platform (Ma et al. 2019).

**Classification of Quantum States**

Quantum state discrimination (QSD) is a fundamental problem in quantum information and it underlies various applications (Nielsen and Chuang 2002; Roa, Retamal, and Saavedra 2002; Bae and Kwek 2015). The goal of QSD is to determine which state a given physical system has been prepared. In general, finite copies of the given states are considered in the study of distinguishing quantum states (Lloyd et al. 2020; Gambs 2008).

**Classification of Binary Quantum States.** We choose two canonical families of non-orthogonal 2-qubit quantum states as a proof of principle. These states are well-studied in Refs. (Mohseni, Steinberg, and Bergou 2004; Chen et al. 2018; Patterson et al. 2019), and are parametrized by real numbers \( u \) and \( v \). Here, we use the Dirac (bra-ket) notation to represent the quantum states as

\[
|\psi_u\rangle = |\sqrt{1-u^2}, u, 0\rangle^\dagger, \quad |\psi_v\rangle = |\sqrt{1-v^2}, v, 0\rangle^\dagger.
\]

---

\(^2\)https://github.com/paddlepaddle/Quantum
where \( u, v \in [0, 1] \). Then, we can write this two sets of quantum states as a mixed quantum state \( \rho \):

\[
\rho(u, v) := q_1 |\psi_u\rangle\langle\psi_u| + \frac{q_2}{2} (|\psi_u\rangle\langle\psi_v| + |\psi_v\rangle\langle\psi_u|),
\]

with probability distribution \( \{q_1 = \frac{1}{2}, q_2 = \frac{1}{2}\} \). These choices are consistent with the existing literature (Mohseni, Steinberg, and Bergou 2004; Chen et al. 2018).

**Theoretical Distinguishability.** We first analyze the ability of our method for classifying these two families of quantum states. The result is summarized in Theorem 6.

**Theorem 6.** Given two families of non-orthogonal 2-qubit quantum states, shown in Eq. (16), and each has multiple copies. VSQL could exactly distinguish them by using only one shadow circuit, which consists of only one \( R_y \) rotation gate applied on a 1-local qubit.

We defer the proof to Appendix. This Theorem shows that VSQL could theoretically distinguish these two different families of quantum states. We further evaluate the performance of VSQL via numerical experiments.

**Experimental Setting and Results.** 300 density matrices with 100 \( \rho_1(u) \) (labeled as ‘0’) and 200 \( \rho_2(v) \) (labeled as ‘1’) are sampled according to Eq. (16), where the parameters \( u \) and \( v \) are uniformly taken from \([0, 1]\). Then, we randomly select 80% of them as the training set and the rest 20% as the validation set. Consistent with the Theorem above, one 1-local shadow circuit, which consists of \( R_y \) gate only, is used to extract local features. The parameters of the shadow circuit \( \Theta \) and the FCNN \( \{w, b\} \) are initialized from the uniform distribution \( \text{Uni}(0, 2\pi) \) and the Gaussian distribution \( N(0, \|) \), respectively. During the optimization loop, we choose the Adam (Kingma and Ba 2015) optimizer with a learning rate \( LR = 0.03 \). Learning curves for the training loss and the validation accuracy are illustrated in Fig. 3(a), where the distinguishability shown coincides with Theorem 6. We conclude VSQL could perfectly recognize the two families of quantum states defined in Eq. (16) after about 700 iterations. We find that the classification task becomes very difficult when \( u, v \) are both close to 1. This makes sense because \( \rho_1(u = 1) \rightarrow \rho_2(v = 1) \) on the extreme case. This experimental result highlights the strength of our method. As a comparison, we adjust the sample range such that e.g., \( u, v \in [0.1, 0.9] \), and the results are shown in Fig. 3(b). As expected, this modification leads to a faster convergence.

**Classification of Multi-Class Quantum States.** We also conduct the experiments for three-class case with 400 density matrices in total, where the data set is again taken from Eq. (16), but adding the third family \( \rho_3(t) = |\psi_t\rangle\langle\psi_t| \) with a new probability distribution \( \{q_3 = \frac{1}{3}, \frac{1}{3}, \frac{1}{3}\} \), where

\[
|\psi_t\rangle = [\sqrt{1 - t^2}, t, 0, 0]^T, \quad t \in [0, 1].
\]

The experimental settings are almost the same as the binary case and results are illustrated in Figs. 3(c) and 3(d). We conclude that VSQL also has a strong distinguishability for multi-class quantum states. A complete analysis about this block could be found in Appendix.

![Figure 3: Learning curves that record the training loss and the validation accuracy of VSQL with different experimental settings. (a) and (b) are binary classification with different parameter range \( u, v \in [0, 1] \) and \( u, v \in [0.1, 0.9] \). By adjusting the sample range, the training loss and the validation accuracy reach the optimal values faster. (c) and (d) describe the similar experimental setting but for three-class classification of quantum states.](image)

**MNIST Classification**

Next, we apply VSQL to classify handwritten digits taken from a public benchmark dataset MNIST (LeCun et al. 1998), which consists of 60,000 train examples and 10,000 test examples. The MNIST data set contains 10 different classes labeled from ‘0’ to ‘9’. Each image contains 28 × 28 gray scale pixels valued in \([0 \sim 255]\). In order to match the input of VSQL, these pictures are normalized and unfolded into 784-dimensional vectors. Then, we expand their dimension to 10-qubit pure quantum states \( \{|\psi_i\rangle\} \) (1024-dimensional vectors) via zero-padding and represent them in the density matrix formulation \( \{\rho^{(i)}_{\text{train}}\} = \{|\psi_i\rangle\langle\psi_i|\} \). By doing so, the pre-processing is complete and we obtain the training set \( \mathcal{D}^{(\text{train})} := \{|\rho^{(m)}_{\text{train}}; y^{(m)}\rangle\}_{m=1}^{N_{\text{train}}} \subset \mathbb{C}^{1024 \times 1024} \times \mathbb{R}^{10} \). We first select two classes (‘0’ and ‘1’) to verify the binary classification ability of VSQL, which contains 12,665 training samples (5923 0-label and 6742 1-label) and 2115 test samples (980 0-label and 1135 1-label). Then, we use the whole data set to evaluate the 10-class classification performance.

**Experimental Setting.** For the binary case, the 2-local shadow circuit (ansatz) used to extract local features is shown in Fig. 4. The number of repetitions of the dashed block structure is denoted as the circuit depth \( D \) and this ansatz has \( 2(D + 3) \) parameters in total. The parameters \( \Theta \) and \( \{w, b\} \) are initialized from a uniform distribution in \([0, 2\pi]\) and a Gaussian distribution \( N(0, \|) \), respectively. During the optimization, we choose the Adam optimizer.
with a batch size of 20 samples and a learning rate of LR = 0.01. Each experiment is repeated 10 times to collect the mean accuracy and the corresponding fluctuations. For the 10-class case, the classification task becomes much more difficult and hence we choose a 4-local shadow circuit to extract shadow features, which can be extended from the 2-local design in Fig. 4. There will be 4(D + 3) parameters in each shadow circuit. All the other settings are identical to the binary case, except for a new batch size of 200 samples.

**Results.** The results for the binary case are summarized in Table 1. Our method VSQL easily achieves an average test accuracy above 99% with only $n_s = 1$ shadow circuit and depth $D = 1$, which has 8 rotation angles in the shadow circuit and 9 weights and 1 bias in FCNN. This result demonstrates the powerful capacity of VSQL to classify handwritten digits. By adding another shadow circuit to $n_s = 2$ with 35 parameters, one could obtain an average test accuracy above 99.5%. As a comparison, we list the results of existing methods: Circuit-centric classifier (Schuld et al. 2020) and QNN classifier (Farhi and Neven 2018). Our method outperforms these variational quantum classifiers in terms of the number of parameters and test accuracy. Here, we should note that the details of their data preprocessing are slightly different from us, i.e., the Circuit-centric classifier uses the MNIST256 dataset with an 8-qubit quantum system, and the QNN classifier uses a $4 \times 4$ downsampled version of the MNIST dataset with a 17-qubit quantum system.

For multi-class classification, it is rarely discussed and tested in the literature of variational quantum classifiers. The one-vs.-all method is mentioned in Schuld et al. but troublesome to implement. Therefore, we only compare the performance of VSQL with a single-layered classical neural network (NN). The experimental settings of the classical neural network are similar to VSQL, and it contains 7840 weights and 10 biases to map the 784-dimension input vectors to 10-dimensional output vectors. The results are summarized in Table 2. When using 9 different shadow circuits with each circuit depth $D = 5$, VSQL could reach almost the same test accuracy with the single layer NN, but requiring much fewer parameters. Although this accuracy is not quite satisfied, it can still compete with the simplest classical NN. Notably, we find that if we select 1k samples (about 100 samples for each class) for training from 60k examples and choose the same size of test examples (10k), VSQL could achieve a higher test accuracy than NN (cf. the bottom half of Table 2). The above finding indicates that VSQL could extract high-level features from fewer training samples than NN, which may be a potential advantage of VSQL for future practical applications in the NISQ era.

**Discussions**

We propose the VSQL framework, which adopts the idea of classical shadows to distinguish quantum data. With theoretical justifications and numerical experiments, we have shown that VSQL for classification outperforms many other variational classifiers on the benchmark test of binary MNIST handwritten digit recognition with much fewer network parameters. In particular, in our framework, less noise will be introduced during the quantum-classical hybrid information processing as the number of quantum gates used is independent of the problem size. Simultaneously, by sampling a slice of the loss landscape, we briefly introduce the barren plateau problem and show the solution to escape from it. Notably, by adjusting the operating scope of shadow circuits, our approach can be easily implemented on the existing quantum devices with topological connectivity limits.

We believe that VSQL would open the possibility of many future directions. For example, it would be interesting to explore the applications on VSQL for generative models and unsupervised quantum machine learning tasks such as clustering. Furthermore, the online learning version of VSQL may also be a good future direction, see (Aaronson et al. 2018; Chen and Wang 2020; Yang et al. 2020). We also expect that VSQL may shed light on other quantum applications on near-term quantum devices.

### Table 1: Summary of the existing variational quantum classifiers on MNIST binary classification.

<table>
<thead>
<tr>
<th>Methods</th>
<th>$n_s$</th>
<th>$D$</th>
<th># Ps</th>
<th>Test acc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Schuld et al. 2020)</td>
<td>/</td>
<td>/</td>
<td>124</td>
<td>96.70</td>
</tr>
<tr>
<td>(Farhi and Neven 2018)</td>
<td>/</td>
<td>/</td>
<td>96</td>
<td>98.00</td>
</tr>
<tr>
<td>VSQL (this paper)</td>
<td>1</td>
<td>1</td>
<td>18</td>
<td>99.43 ± 0.14</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>35</td>
<td>99.52 ± 0.18</td>
</tr>
</tbody>
</table>

### Table 2: MNIST 10-class classification

<table>
<thead>
<tr>
<th>Methods</th>
<th>$n_s$</th>
<th>$D$</th>
<th># Ps</th>
<th>Test acc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN (60k samples)</td>
<td>/</td>
<td>1</td>
<td>7850</td>
<td>91.63 ± 0.15</td>
</tr>
<tr>
<td>VSQL (60k samples)</td>
<td>5</td>
<td>5</td>
<td>520</td>
<td>87.69 ± 0.98</td>
</tr>
<tr>
<td>VSQL (60k samples)</td>
<td>9</td>
<td>5</td>
<td>928</td>
<td>91.13 ± 0.51</td>
</tr>
<tr>
<td>NN (1k samples)</td>
<td>/</td>
<td>1</td>
<td>7850</td>
<td>86.36 ± 0.23</td>
</tr>
<tr>
<td>VSQL (1k samples)</td>
<td>5</td>
<td>5</td>
<td>520</td>
<td>83.92 ± 1.20</td>
</tr>
<tr>
<td>VSQL (1k samples)</td>
<td>9</td>
<td>5</td>
<td>928</td>
<td>87.39 ± 0.40</td>
</tr>
</tbody>
</table>
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