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Abstract

Semi-supervised variational autoencoders (VAEs) have ob-
tained strong results, but have also encountered the challenge
that good ELBO values do not always imply accurate in-
ference results. In this paper, we investigate and propose two
causes of this problem: (1) The ELBO objective cannot utilize
the label information directly. (2) A bottleneck value exists,
and continuing to optimize ELBO after this value will not
improve inference accuracy. On the basis of the experiment
results, we propose SHOT-VAE to address these problems
without introducing additional prior knowledge. The SHOT-
VAE offers two contributions: (1) A new ELBO approxima-
tion named smooth-ELBO that integrates the label predictive
loss into ELBO. (2) An approximation based on optimal in-
terpolation that breaks the ELBO value bottleneck by reduc-
ing the margin between ELBO and the data likelihood. The
SHOT-VAE achieves good performance with 25.30% error
rate on CIFAR-100 with 10k labels and reduces the error rate
to 6.11% on CIFAR-10 with 4k labels.

Introduction
Most deep learning models are trained with large labeled
datasets via supervised learning. However, in many scenar-
ios, although acquiring a large amount of original data is
easy, obtaining corresponding labels is often costly or even
infeasible (Wei et al. 2020). Thus, semi-supervised varia-
tional autoencoder (VAE) (Kingma et al. 2014) is proposed
to address this problem by training classifiers with multiple
unlabeled data and a small fraction of labeled data.

Based on the latent variable assumption (Doersch 2016),
semi-supervised VAE models combine the evidence lower
bound (ELBO) and the classification loss as objective, so
that it can not only learn the required classification repre-
sentations from labeled data, but also capture the disentan-
gled factors which could be used for data generation. Al-
though semi-supervised VAE models have obtained strong
empirical results on many benchmark datasets (e.g. MNIST,
SVHN, Yale B) (Narayanaswamy et al. 2017), it still en-
counters one common problem that good ELBO values
do not always imply accurate inference results (Zhao
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et al. 2017). To address this problem, existing works intro-
duce prior knowledge that needs to be set manually, e.g.,
the stacked VAE structure (M1+M2, Kingma et al. 2014;
Davidson et al. 2018), the prior domain knowledge (Louizos
et al. 2016; Ilse et al. 2019) and mutual information bounds
(Dupont 2018).

In this study, we investigate the training process of semi-
supervised VAE with extensive experiments and propose
two possible causes of the problem. (1) First, the ELBO can-
not utilize label information directly. In the semi-supervised
VAE framework (Kingma et al. 2014), the classification loss
and ELBO learn from the labels and unlabeled data sepa-
rately, making it difficult to improve the inference accuracy
with ELBO. (2) Second, an “ELBO bottleneck” exists, and
continuing to optimize the ELBO after a certain bottleneck
value will not improve inference accuracy. Thus, we propose
SmootH-ELBO Optimal InTerpolation VAE (SHOT-VAE)
to solve the “good ELBO, bad performance” problem with-
out requiring additional prior knowledge, which offers the
following contributions:
• The smooth-ELBO objective that integrates the classi-

fication loss into ELBO.
We derive a new ELBO approximation named smooth-
ELBO with the label-smoothing technique (Müller et al.
2019). Theoretically, we prove that the smooth-ELBO in-
tegrates the classification loss into ELBO. Then, we em-
pirically show that a better inference accuracy can be
achieved with smooth-ELBO.

• The margin approximation that breaks the ELBO bot-
tleneck.
We propose an approximation of the margin between the
real data distribution and the one from ELBO. The ap-
proximation is based on the optimal interpolation in data
space and latent space. In practice, we show this opti-
mal interpolation approximation (OT-approximation) can
break the ”ELBO bottleneck” and achieve a better infer-
ence accuracy.

• Good semi-supervised performance.
We evaluate SHOT-VAE on 4 benchmark datasets and the
results show that our model achieves good performance
with 25.30% error rate on CIFAR-100 with 10k labels and
reduces the error rate to 6.11% on CIFAR-10 with 4k la-
bels. Moreover, we find it can get strong results even with
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fewer labels and smaller models, for example obtaining a
14.27% error rate on CIFAR-10 with 500 labels and 1.5M
parameters.

Background
Semi-supervised VAE
In supervised learning, we are facing with training data that
appears as input-label pairs (X,y) sampled from the la-
beled dataset DL. While in semi-supervised learning, we can
obtain an extra collection of unlabeled data X denoted by
DU . We hope to leverage the data from both DL and DU to
achieve a more accurate model than only using DL.

Semi-supervised VAEs (Kingma et al. 2014) solve the
problem by constructing a probabilistic model to disentan-
gle the data into continuous variables z and label variables y.
It consists of a generation process and an inference process
parameterized by θ and φ respectively. The generation pro-
cess assumes the posterior distribution of X given the latent
variables z and y as

pθ(X|z,y) = N (X; fθ(z,y),σ2). (1)

The inference process assumes the posterior distribution of
z and y given X as

qφ(z|X) = N (z|µφ(X),σ2
φ(X));

qφ(y|X) = Cat(y|πφ(X)).
(2)

where Cat(y|π) is the multinomial distribution of the label,
πφ(X) is a probability vector, and the functions fθ , µφ, σφ

and πφ are represented as deep neural networks.
To make the model learn disentangled representations,

the independent assumptions (Kingma et al. 2014; Dupont
2018) are also widely used as

p(z,y) = p(z)p(y);

qφ(z,y|X) = qφ(z|X)qφ(y|X).
(3)

For the unlabeled dataset DU , VAE models want to learn
the disentangled representation of qφ(z|X) and qφ(y|X) by
maximizing the evidence lower bound of log p(X) as

ELBODU
(X) = Eqφ(z,y|X)[log pθ(X|z,y)]

−DKL(qφ(z|X)‖p(z))−DKL(qφ(y|X)‖p(y)).
(4)

For the labeled dataset DL, the labels y are treated as la-
tent variables and the related ELBO becomes

ELBODL
(X,y) = Eqφ(z|X,y)[log pθ(X|z,y)]

−DKL(qφ(z|X,y)‖p(z)).
(5)

Considering the label prediction qφ(y|X) contributes
only to the unlabeled data in (4), which is an undesirable
property as we wish the semi-supervised model can also
learn from the given labels, Kingma et al. (2014) proposes to
add a cross-entropy (CE) loss as a solution and the extended
target is as follows:

min
θ,φ

EX∼DU
[−ELBODU

(X)]+

E(X,y)∼DL
[−ELBODL

(X,y) + α · CE(qφ(y|X),y)]
(6)

where α is a hyper-parameter controlling the loss weight.

Good ELBO, Bad Inference
However, a frequent phenomenon is that good ELBO values
do not always imply accurate inference results (Zhao et al.
2017), which often occurs on realistic datasets with high
variance, such as CIFAR-10 and CIFAR-100. In this paper,
we investigate the training process of semi-supervised VAE
models on the above two datasets and propose two possible
causes of the “good ELBO, bad inference” problem.

The ELBO cannot utilize the label information. As
mentioned in equation (6), the label prediction qφ(y|X)
only contributes to the unlabeled loss−ELBODU

(X), which
indicates that the labeled loss −ELBODL

(X,y) can not uti-
lize the label information directly. We assume this problem
will make the ELBO value irrelevant to the final inference
accuracy. To evaluate our assumption, we compare the semi-
supervised VAE (M2) models (Kingma et al. 2014) with the
same model but removing the ELBODL

in (6). As shown in
Figure 1, the results indicate that ELBODL

can accelerate the
learning process of qφ(y|X), but it fails to achieve a better
inference accuracy than the one removing ELBODL

.

(a) CIFAR-10 (b) CIFAR-100

Figure 1: Test accuracy of semi-supervised VAE (M2) model
with and w/o ELBODL

. Results indicates that the ELBODL

fails to achieve a better inference accuracy.

The “ELBO bottleneck” effect. Another possible cause
is the “ELBO bottleneck”, that is, continuing to optimize
ELBO after a certain bottleneck value will not improve the
inference accuracy. Figure 2 shows that the inference accu-
racy raises rapidly and peaks at the bottleneck value. After
that, the optimization of ELBO value does not affect the in-
ference accuracy.

(a) CIFAR-10 (b) CIFAR-100

Figure 2: Comparison between the negative ELBO value and
accuracy for semi-supervised VAE. Results indicate that a
ELBO bottleneck exists, and continuing to optimize ELBO
after this bottleneck will not improve the inference accuracy.

Existing works introduce prior knowledge and specific
structures to address these problems. Kingma et al. (2014),
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Maaløe et al. (2016) and Davidson et al. (2018) propose the
stacked VAE structure (M1+M2), which forces the model
to utilize the representations learned from ELBODL

to in-
ference the qφ(y|X). Louizos et al. (2016) and Ilse et al.
(2019) incorporate domain knowledge into models, making
the ELBO representations relevant to the label prediction.
Zhao et al. (2017) and Dupont (2018) utilize the ELBO de-
composition technique (Hoffman and Johnson 2016), set-
ting the mutual information bounds to perform feature se-
lection. These methods have achieved great success on many
benchmark datasets (e.g. MNIST, SVHN, Yale B). However,
the related prior knowledge and structures need to be se-
lected manually. Moreover, for some standard datasets with
high variance such as CIFAR-10 and CIFAR-100, the semi-
supervised performance of VAE is not satisfactory.

Instead of introducing additional prior knowledge, we
propose a novel solution based on the ELBO approxima-
tions, SmootH-ELBO Optimal inTerpolation VAE.

SHOT-VAE
In this section, we derive the SHOT-VAE model by intro-
ducing its two improvements. First, we derive a new ELBO
approximation named smooth-ELBO that unifies the ELBO
and the label predictive loss. Then, we create the differen-
tiable OT-approximation to break the ELBO value bottle-
neck. Due to space limitations, the proofs are provided in
the Appendix, which is available at Arxiv1.

Smooth-ELBO: Integrating the Classification Loss
into ELBO
To overcome the problem that the ELBODL

cannot utilize
the label information directly, we first perform an “ELBO
surgery”. Following previous works (Doersch 2016), the
ELBODL

can be derived with Jensen-Inequality as:

log p(X,y) = logEqφ(z|X,y)
p(X,y, z)

qφ(z|X,y)

≥ Eqφ(z|X,y) log
p(X,y, z)

qφ(z|X,y)
= ELBODL

(X,y)

(7)

Utilizing the independent assumptions in equation (3),
we have qφ(z|X,y) = qφ(z|X). In addition, the labels y
are treated as latent variables directly in ELBODL

, which
equals to obey the empirical degenerate distribution, i.e.
p̂(yi|Xi) = 1, ∀(Xi,yi) ∈ DL. Substituting the above two
conditions into (7), we have

ELBODL
(X,y) = Eqφ(z|X),p̂(y|X) log

p(X,y, z)

qφ(z|X)p̂(y|X)

= Eqφ,p̂ log p(X|z,y)−DKL(qφ(z|X)‖p(z))

−DKL(p̂(y|X)‖p(y)).
(8)

In equation (8), the last objective DKL(p̂(y|X)‖p(y)) is ir-
relevant to the label prediction qφ(y|X), which causes the
“good ELBO, bad inference” problem. Inspired by this, we
derive a new ELBO approximation named smooth-ELBO.

1https://arxiv.org/abs/2011.10684

The smooth-ELBO provides two improvements. First, we
propose a more flexible assumption of the empirical distri-
bution p̂(y|X). Instead of treating p̂(y|X) as the degenerate
distribution, we use the label smoothing technique (Müller
et al. 2019) and view the one-hot label 1y as the parameters
of the empirical distribution p̂(y|X), that is, ∀(X,y) ∈ DL

p̂(y|X) = Cat(y|smooth(1y));

smooth(1y)i =

{
1− ε if 1y,i = 1,
ε

K−1 if 1y,i = 0.
,

(9)

where K is the number of classes and ε controls the smooth
level. We use ε = 0.001 in all experiments.

Then, we derive the following convergent approximation
with the smoothed p̂(y|X):

DKL(p̂(y|X)‖qφ(y|X)) +DKL(qφ(y|X)‖p(y))

→ DKL(p̂(y|X)‖p(y))

when qφ(y|X)→ p̂(y|X).

(10)

The proof can be found in Appendix A. Combining equa-
tions (8)-(10), we propose the smooth-ELBO for DL:

smooth-ELBODL
(X,y)

= Eqφ,p̂ log p(X|z,y)−DKL(qφ(z|X)‖p(z))

−DKL(qφ(y|X)‖p(y))−DKL(p̂(y|X)‖qφ(y|X)).

(11)

Theoretically, we demonstrate the following properties.
Smooth-ELBO integrates the classification loss into

ELBO. Compared with the original ELBODL
, smooth-

ELBO derives two extra components, DKL(qφ(y|X)‖p(y))
and DKL(p̂(y|X)‖qφ(y|X)). Utilizing the decomposition
in (Hoffman and Johnson 2016), we can rewrite the first
component into

EDL
DKL(qφ(y|X)‖p(y)) = Iqφ(X;y)+DKL(qφ(y)‖p(y))

where Iqφ(X;y) is the constant of mutual information be-
tween X and y, p(y) is the true marginal distribution for y
which can be estimated with p̂(y|X) in DL and qφ(y) =
1
|DL|

∑
(X,y)∈DL

qφ(y|X) is the estimation of marginal dis-
tribution. By optimizing DKL(qφ(y)‖p(y)), the first com-
ponent can learn the marginal distribution p(y) from labels.

For the second component, with Pinsker’s inequality, it’s
easy to prove that for all i = 1, 2, . . . ,K

|πφ(X)− smooth(1y)|i ≤
√

1

2
DKL(p̂(y|X)‖qφ(y|X))

The proof can be found in Appendix B, which indicates that
qφ(y|X) converges to p̂(y|X) in training process.

Convergence analysis. As mentioned above, qφ(y|X)
converge to the smoothed p̂(y|X) in training. Based on this
property, we can assert that the smooth-ELBO converges to
ELBODL

with the following equation:

|smooth-ELBODL
(X,y)−ELBODL

(X,y)| ≤ C1δ+C2
δ2

ε

The proof can be found in Appendix C. C1, C2 are the con-
stants related to class number K and δ = supi |πφ(X)i −
smooth(1y)i| is the distance between qφ(y|X) and p̂(y|X).
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To summarize the above, smooth-ELBO can utilize the
label information directly. Compared with the original
−ELBODL

+ αCE loss in (6), smooth-ELBO has three ad-
vantages. First, it not only learns from single labels, but also
learns from the marginal distribution p(y). Second, we do
not need to manually set the loss weight α. Moreover, it also
takes advantages of the ELBODL

, such as disentangled rep-
resentations and convergence assurance. The extensive ex-
periments will also show that a better model performance
can be achieved with smooth-ELBO.

OT-approximation: Breaking the ELBO Bottleneck
To overcome the ELBO bottleneck problem, we first ana-
lyze what the semi-supervised VAE model does after reach-
ing the bottleneck, then we create the differentiable OT-
approximation to break it, which is based on the optimal
interpolation in latent space.

As mentioned in equation (4), VAE aims to learn dis-
entangled representations qφ(z|X) and qφ(y|X) by max-
imizing the lower bound of the likelihood of data as
log p(X) ≥ ELBO(X), while the margin between log p(X)
and ELBO(X) has the following closed form:

log p(X)− ELBO(X) = DKL(qφ(z|X)qφ(y|X)‖p(z,y|X))
(12)

Ideally, the optimization process of ELBO will make
the representation qφ(z|X) and qφ(y|X) converge to their
ground truth p(z|X) and p(y|X). However, the unimproved
inference accuracy of qφ(y|X) indicates that optimizing
ELBO after the bottleneck will only contribute to the
continuous representation qφ(z|X), while the qφ(y|X)
seems to get stuck in the local minimum. Since the ground
truth p(y|X) is not available for the unlabeled dataset
DU , it is hard for the model to jump out by itself. In-
spired by this, we create a differentiable approximation of
DKL(qφ(y|X)‖p(y|X)) for DU to break the bottleneck.

Following previous works (Lee 2013), the approximation
is usually constructed with two steps: creating the pseudo in-
put X̃ with data augmentations and creating the pseudo dis-
tribution p̃(y|X̃) of X̃. Recent advanced works use autoaug-
ment (Cubuk et al. 2019) and random mixmatch (Berthelot
et al. 2019) to perform data augmentations. However, these
strategies will greatly change the representation of contin-
uous variable z, e.g., changing the image style and back-
ground. To overcome this, we propose the optimal interpo-
lation based approximation.

The optimal interpolation consists of two steps. First,
for each input X0 in DU , we find the optimal match
X1 with the most similar continuous variable z, that is,
argX1∈DU

minDKL(qφ(z|X0)‖qφ(z|X1)). Then, on pur-
pose of jumping out the stuck point qφ(y|X), we take the
widely-used mixup strategy (Zhang et al. 2018) to create
pseudo input X̃ as follows:

X̃ = (1− λ)X0 + λX1, (13)

where λ is sampled from the uniform distribution U(0, 1).
The mixup strategy can be understood as calculating the

optimal interpolation between two points X0,X1 in input

Algorithm 1 SHOT-VAE training process with epoch t.

Input:
Batch of labeled data (XL,yL) ∈ DL;
Batch of unlabeled data XU ∈ DU ;
Mixup λ ∼ U(0, 1);
Loss weight wt;
Model parameters: θ(t−1),φ(t−1);
Model optimizer: SGD

Output:
Updated parameters: θ(t),φ(t)

1: LDL
= −smooth-ELBODL

(XL,yL)
2: X0

U ,X
1
U = XU ,OptimalMatch(XU )

3: LDU
= −ELBODU

(XU ) + wt · OTDU
(X0

U ,X
1
U , λ)

4: L = LDL
+ LDU

5: θ(t),φ(t) = SGD(θ(t−1),φ(t−1), ∂L∂θ ,
∂L
∂φ )

space with the maximum likelihood:

max
X̃

(1− λ) · log(pθ(X̃|z0,y0)) + λ · log(pθ(X̃|z1,y1)),

where {zi,yi}i=0,1 is the latent variables for the data points
X0,X1, and the proof can be found in Appendix D.

To create the pseudo distribution p̃(y|X̃) of X̃, it is a nat-
ural thought that the optimal interpolation in data space
could associate with the same in latent space with DKL

distance used in ELBO. Inspired by this, we propose the op-
timal interpolation method to calculate p̃(y|X̃) as

Proposition 1 The optimal interpolation derived from
DKL distance between qφ(y|πφ(X0)) and qφ(y|πφ(X1))
with λ ∈ [0, 1] can be written as

min
π̃

(1− λ) ·DKL(πφ(X0)‖π̃) + λ ·DKL(πφ(X1)‖π̃)

and the solution π̃ satisfying

π̃ = (1− λ)πφ(X0) + λπφ(X1). (14)

The proof can be found in Appendix E.
Combining the optimal interpolation in data space and la-

tent space, we derive the optimal interpolation approxima-
tion (OT-approximation) for DU as

OTDU
(X0,X1, λ) = DKL(qφ(y|X̃)‖p̃(y|X̃))

s.t.


X̃ = (1− λ)X0 + λX1

p̃(y|X̃) = Cat(y|π̃)

π̃ = (1− λ)πφ(X0) + λπφ(X1)

.
(15)

Notice that the OT-approximation does not require addi-
tional prior knowledge and is easy to implement. Moreover,
although OT-approximation utilizes the mixup strategy to
create pseudo input X̃, our work has two main advantages
over mixup-based methods (Zhang et al. 2018; Verma et al.
2019). First, mixup methods directly assume the pseudo la-
bel ỹ behaves linear in latent space without explanations.
Instead, we derive the DKL from ELBO as the metric and
utilize the optimal interpolation (15) to construct ỹ. Sec-
ond, mixup methods use ‖ · ‖22 loss between qφ(y|X̃) and
p̃(y|X̃)), while we use the DKL loss and achieve better
semi-supervised learning performance.

7416



1.25% 2.5% 5% 10%

0%

8%

16%

24%

32%

40%

48% M2

M1+M2

Domain VAE

Smooth-ELBO

SHOT-VAE
(Smooth-ELBO+OT)

Supervised

Labeled ratio

E
rr

o
r 

ra
te

5% 10% 17.5% 25%

20%

30%

40%

50%

60%

70%

80%

M2

M1+M2

Domain VAE

Smooth-ELBO

SHOT-VAE
(Smooth-ELBO+OT)

Supervised

Labeled ratio

E
rr

o
r 

ra
te

Figure 3: Error rate comparison of SHOT-VAE to baseline methods on CIFAR-10 (left) and CIFAR-100 (right) for a varying
number of labels. “Supervised” refers to training with all 50000 training samples and no unlabeled data. Results show that (1)
SHOT-VAE surpasses other models with a large margin in all cases. (2) both smooth-ELBO and OT-approximation contribute
to the inference accuracy, reducing the error rate on 10% labels from 18.08% to 13.54% and from 13.54% to 8.51%.

The Implementation Details of SHOT-VAE

The complete algorithm of SHOT-VAE can be obtained by
combining the smooth-ELBO and the OT-approximation, as
shown in Algorithm 1. In this section, we discuss some de-
tails in training process.

First, the working condition for OT-approximation is that
the ELBO has reached the bottleneck value. However, quan-
tifying the ELBO bottleneck value is difficult. Therefore, we
extend the warm-up strategy in β − VAE (Higgins et al.
2017) to achieve the working condition. The main idea of
warm-up is to make the weight wt for OT-approximation in-
crease slowly at the beginning and most rapidly in the mid-
dle of the training, i.e. exponential schedule. The function
of the exponential schedule is wt = exp(−γ · (1 − t

tmax
)2),

where γ is the hyper-parameter controlling the increasing
speed, and we use γ = 5 in all experiments.

Second, the optimal match operation in equation (13) re-
quires to find the most similar X1 for each X0 in DU , which
consumes a lot of computation resources. To overcome this,
we set a large batch-size (e.g., 512) and use the most similar
X1 in one mini-batch to perform optimal interpolation.

Moreover, calculating the gradient of the expected log-
likelihood Eqφ(z,y|X) log pθ(X|z,y) is difficult. Therefore,
we apply the reparameterization tricks (Rezende et al. 2014;
Jang et al. 2017) to obtain the gradients as follows:

∇θ,φEqφ(z|X) log pθ(X|z) ≈ (εi ∼ N (0, I))

1

N

N∑
i=1

∇θ,φ log pθ(X|µφ(X) + σφ(X)� εi).

and
∇θ,φEqφ(y|X) log pθ(X|y) ≈ (δi ∼ Gumbel(ε;0,1))

1

N

N∑
i=1

∇θ,φ log pθ(X|Softmax(
logπφ(X) + δi

τ
)).

Following previous works (Dupont 2018), we used N = 1
and τ = 0.67 in all experiments. Moreover, to make the
VAE model learn the disentangled representations, we also
take the widely-used β-VAE strategy (Burgess et al. 2018)
in training process and chose β = 0.01 in all experiments.

Experiments
In this section, we evaluate the SHOT-VAE model with suf-
ficient experiments on four benchmark datasets, i.e. MNIST,
SVHN, CIFAR-10, and CIFAR-100. In all experiments, we
apply stochastic gradient descent (SGD) as optimizer with
momentum 0.9 and multiply the learning rate by 0.1 at reg-
ularly scheduled epochs. For each experiment, we create five
DL-DU splits with different random seeds and the error rates
are reported by the mean and variance across splits. Due to
space limitations, we mainly show results on CIFAR-10 and
CIFAR-100; more results on MNIST and SVHN as well as
the robustness analysis of hyper-parameters are provided in
Appendix F. The code, with which the most important re-
sults can be reproduced, is available at Github2.

Smooth-ELBO Improves the Inference Accuracy
In the above sections, We propose smooth-ELBO as the alter-
native of −ELBODL

+ CE loss in equation (6), and analyze
the convergence theoretically. Here we evaluate the infer-
ence accuracy and convergence speed of smooth-ELBO.

2https://github.com/FengHZ/SHOT-VAE
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Parameter
Amount Method CIFAR10

(4k)
CIFAR100

(4k)
CIFAR100

(10k)

1.5 M

VAT 13.13 / 37.78
Π-Model 16.37 / 39.19

Mean Teacher 15.87 44.71 38.92
CT-GAN 10.62 45.11 37.16

LP 11.82 43.73 35.92
Mixup 10.71(±0.44) 46.61(±0.88) 38.62(±0.67)

SHOT-VAE 8.51(±0.32) 40.58(±0.48) 31.41(±0.21)

36.5 M

Π-Model 12.16 / 31.12
Mean Teacher 6.28 36.63 27.71

MixMatch 5.53 35.62 25.88
SHOT-VAE 6.11(±0.34) 33.76(±0.53) 25.30(±0.34)

Table 1: Error rate comparison of SHOT-VAE to baseline models on CIFAR-10 and CIFAR-100 with 4k and 10k labels in
different parameter amounts. The results show that SHOT-VAE outperforms other advanced methods on CIFAR-100. Moreover,
our model is not sensitive to the parameter amount. For example, the accuracy on CIFAR-10 only loses 2% when the model
size decreases 24 times.

t/tmax CIFAR-10 CIFAR-100

0.1 0.71(±0.24)% 2.79(±0.6)%
0.5 0.39(±0.13)% 1.61(±0.57)%
1 0.11(±0.04)% 0.46(±0.11)%

Table 2: Relative error of smooth-ELBO.

First, we compare the smooth-ELBO with other semi-
supervised VAE models under a varying label ratios from
1.25% to 25%. As baselines, we consider three advanced
VAE models mentioned above: standard semi-supervised
VAE (M2), stacked-VAE (M1+M2), and domain-VAE (Ilse
et al. 2019).

As shown in Figure 3, smooth-ELBO makes VAE model
learn better representations from labels, reducing the error
rates among all label ratios on CIFAR-10 and CIFAR-100
respectively. Moreover, smooth-ELBO also achieves com-
petitive results to other VAE models without introducing ad-
ditional domain knowledge or multi-stage structures.

Second, we analyze the convergence speed in training
process. As mentioned above, the smooth-ELBO will con-
verge to the real ELBO when qφ(y|X) → p̂(y|X). More-
over, we also descover that qφ(y|X) converges to p̂(y|X) in
training process. Here we evaluate the convergence speed in
training process with the relative error between the smooth-
ELBO and the real ELBO. As shown in Table 2, the relative
error can be very low even at the early stage of training, that
is, 0.71% on CIFAR-10 and 2.79% on CIFAR-100, which
indicates that the smooth-ELBO converges rapidly.

SHOT-VAE Breaks the ELBO Bottleneck
We make two assertions in SHOT-VAE: (1) optimiz-
ing ELBO after the bottleneck will make qφ(y|X) get
stuck in the local minimum. (2) The OT-approximation
can break the ELBO bottleneck by making good estima-
tion of DKL(qφ(y|X)‖p(y|X)). We evaluate the assertions

(a) CIFAR-10 (b) CIFAR-100

Figure 4: The DKL(qφ(y|X)‖p̂(y|X)) in DU with and w/o
OT-approximation. Results indicate that the OT approxima-
tion bridges the gap between qφ(y|X) and p̂(y|X) in DU ,
making qφ(y|X) jump out the local minimum.

through two stage experiments.
First, to evaluate the “local minimum” assertion, we uti-

lize the label of DU to estimate the empirical distribution
p̂(y|X) and calculate DKL(qφ(y|X)‖p̂(y|X)) in training
process as the metric. Notice these labels are only used to
calculate the metric and do not contribute to the model.
As shown in Figure 4, we compare the SHOT-VAE with
the same model but removing the OT-approximation. The
results indicate that optimizing ELBO itself without OT-
approximation will make the gap DKL(qφ(y|X)‖p̂(y|X))
stuck into the local minimum, while the OT approximation
helps the model jump out the local minimum, leading to a
better inference of qφ(y|X).

Then, we investigate the relation between the negative
ELBO and inference accuracy for SHOT-VAE and M2
model. As shown in Figure 5, for M2 model, the inference
accuracy stalls after the ELBO bottleneck. While for SHOT-
VAE, optimizing ELBO contributes to the improvement of
inference accuracy during the whole training process. More-
over, the SHOT-VAE achieves a much better accuracy than
M2, which also indicates that SHOT-VAE breaks the “ELBO
bottleneck”.
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(a) CIFAR-10 (b) CIFAR-100

Figure 5: Comparison between the negative ELBO value and
test accuracy for SHOT-VAE and M2 model. Results indi-
cate that SHOT-VAE breaks the ELBO bottleneck.

Semi-supervised Learning Performance
We evaluate the effectiveness of the SHOT-VAE on two
parts: evaluations under a varying number of labeled sam-
ples and evaluations under different parameter amounts of
neural networks.

First, we compare the SHOT-VAE with other advanced
VAE models under a varying label ratios from 1.25% to
25%. As shown in Figure 3, both smooth-ELBO and OT-
approximation contribute to the improvement of inference
accuracy, reducing the error rate on 10% labels from 18.08%
to 13.54% and from 13.54% to 8.51%, respectively. Further-
more, SHOT-VAE outperforms all other methods by a large
margin, e.g., reaching an error rate of 14.27% on CIFAR-
10 with the label ratio 2.5%. For reference, with the same
backbone, fully supervised training on all 50000 samples
achieves an error rate of 5.33%.

Then, we evaluate SHOT-VAE under different parameter
amounts of neural networks, i.e. “WideResNet-28-2” with
1.5M parameters and “WideResNet-28-10” with 36.5M pa-
rameters. As baselines for comparison, we select six current
best models from 4 categories: Virtual Adversarial Train-
ing (VAT Miyato et al. (2019)) and MixMatch (Berthelot
et al. 2019) which are based on data augmentation, Π-model
(Laine and Aila 2017) and Mean Teacher (Tarvainen and
Valpola 2017), based on model consistency regularization,
Label Propagation (LP) (Iscen et al. 2019) based on pseudo-
label and CT-GAN (Wei et al. 2018, 2019) based on genera-
tive models. The results are presented in Table 1. Besides,
we also take the mixup-based method into consideration.
In general, the SHOT-VAE model outperforms other meth-
ods among all experiments on CIFAR-100. Furthermore, our
model is not sensitive to the parameter amount and reaches
competitive results even with small networks (e.g., 1.5M pa-
rameters).

Disentangled Representations
Among semi-supervised models, VAE based approaches
have great advantages in interpretability by capturing
semantics-disentangled latent variables. To demonstrate this
property, we perform conditional generation experiments on
MNIST and SVHN datasets. As shown in Figure 6, we pass
the test image through the inference network to obtain the
distribution of the latent variables z and y corresponding
to this image. We then fix the inference qφ(z|X) of con-

(a) MNIST

(b) SVHN

Figure 6: The conditional generation results of SHOT-VAE.
The leftmost columns show images from the test set and
the other columns show the conditional generation samples
with the learned representation. It indicates that z and y
have learned disentangled representations in latent space, as
z represents the image style and y represents the digit label.

tinuous variable z, vary y with different labels, and gen-
erate new samples. The generation results show that z and
y have learned semantic-disentangled representations, as z
represents the image style and y represents the classifica-
tion contents. Moreover, by comparing the results through
columns, we find that each dimension of the discrete vari-
able y corresponds to one class label separately.

Conclusions
We investigate one challenge in semi-supervised VAEs that
“good ELBO values do not imply accurate inference re-
sults”. We propose two causes of this problem through rea-
sonable experiments. Based on the experiment results, we
propose SHOT-VAE to address the “good ELBO, bad in-
ference” problem. With extensive experiments, We demon-
strate that SHOT-VAE can break the ELBO value bottleneck
without introducing additional prior knowledge. Results also
show that our SHOT-VAE outperforms other advanced semi-
supervised models. Moreover, the SHOT-VAE model is ro-
bust to the parameter amount of models.
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