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Abstract

One-bit matrix completion is an important class of positive-unlabeled (PU) learning problems where the observations consist of only positive examples, e.g., in top-N recommender systems. For the first time, we show that 1-bit matrix completion can be formulated as the problem of recovering clean graph signals from noise-corrupted signals in hypergraphs. This makes it possible to enjoy recent advances in graph signal learning. Then, we propose the spectral graph matrix completion (SGMC) method, which can recover the underlying matrix in distributed systems by filtering the noisy data in the graph frequency domain. Meanwhile, it can provide micro- and macro-level explanations by following vertex-frequency analysis. To tackle the computational and memory issue of performing graph signal operations on large graphs, we construct a scalable Nyström algorithm which can efficiently compute orthonormal eigenvectors. Furthermore, we also develop polynomial and sparse frequency filters to remedy the accuracy loss caused by the approximations. We demonstrate the effectiveness of our algorithms on top-N recommendation tasks, and the results on three large-scale real-world datasets show that SGMC can outperform state-of-the-art top-N recommendation algorithms in accuracy while only requiring a small fraction of training time compared to the baselines.

Introduction

This paper considers the problem of recovering a 0-1 matrix $M \in \{0, 1\}^{N \times M}$ only from positive and unlabeled data, which is also referred to as 1-bit matrix completion (Cai and Zhou 2013; Davenport et al. 2014; Hsieh, Natarajan, and Dhillon 2015). We assume that the positive samples are randomly drawn from $\{(i, u)|M_{i,u} = 1\}$ with probability $p(M_{i,u} = 1)$, and more precisely, we observe a subset $\Omega$ used for training in the presence of class-conditional random label noise which flips a 1 to 0 with probability $\rho$. Therefore, the unlabeled data is a mixture of unobserved positive examples and true negative examples, which raises challenges for formulating the underlying optimization problems.

Recent works (Jaher and Töschner 2012; Park et al. 2015; He et al. 2016; Li et al. 2016; Wu, Hsieh, and Sharpley 2017, 2018) have showed that treating all unlabeled examples as negative examples in supervised learning can obtain decent performances in practice although the learned models can be biased (Kiryo et al. 2017). However, treating all unlabeled examples as negative examples will exhibit high computational overhead because all $N \times M$ examples in $M$ should be considered in training (Hu, Koren, and Volinsky 2008; Mackey, Jordan, and Talwalkar 2011; Lee et al. 2013; Chen et al. 2015), which is prohibitive for many applications with large-scale matrices, e.g., recommendation on millions of songs (Bertin-Mahieux et al. 2011). The other issue of existing 1-bit matrix completion methods is the lack of explainability (Abdollahi and Nasraoui 2016; Zhang and Chen 2018; Chen et al. 2021), either due to the blackbox nature of neural networks (Wang, Wang, and Yeung 2015; Lian et al. 2018; Liang et al. 2018; Zhou et al. 2018) or to the broken connection between the past actions and the future prediction due to the introduction of latent variables or other transformations (Cao et al. 2007; Rendle et al. 2009; Rendle 2010; Chen et al. 2016; Li et al. 2017; Zheng et al. 2018).

To this end, in this paper we propose a scalable and explainable 1-bit matrix completion algorithm, namely spectral graph matrix completion (SGMC), in which the underlying matrix $M$ is recovered by performing parallel signal processing on hypergraphs to improve the system scalability. The signals learned from the hypergraphs can be used to explain the models. To better illustrate the idea, let us consider the problem of top-N recommendation, in which we model a user’s historical records as a signal $r_u$ in a pre-specified item-item hypergraph $\mathcal{G}$ where the value $r_u(i)$ at the $i^{th}$ vertex represents whether the $u^{th}$ user likes the $i^{th}$ item. Then, we can pose the problem as recovering the underlying clean graph signal $\mathbf{m}_u$ from a noisy signal $r_u$ that facilitates in flexible signal processing techniques such as graph Fourier transform and vertex-frequency analysis (Shuman et al. 2013; Shuman, Ricaud, and Vandergheynst 2016).

Motivation. The graph signal processing perspective to 1-bit matrix completion has been rarely studied yet appealing for several reasons. First, we are no longer limited to the geometrical proximity on the graph vertex domain, but are able to identify and exploit the structure in the graph frequency domain for potential performance improvement. Second, it enables us to take advantage of the well-developed vertex-frequency analysis to provide the explanations behind the predictions at both micro-level and macro-level.

The main contributions of this paper are as follows:
To our best knowledge, this is the first work for developing a graph signal processing formulation to the 1-bit matrix completion problem, and quantitatively as well as qualitatively justify why a graph signal processing perspective is effective in this problem.

We propose a scalable and explainable algorithm, named spectral graph matrix completion, which minimizes unbiased risk estimators. With the benefit of spectral signals on graphs, our approach is enabled to provide micro- and macro-level explanations. This is one of the key differences to conventional solutions.

We construct a scalable Nyström algorithm to compute orthonormal eigenvectors. In general, our SGMC model consumes $O(N(K^2+L)) + L^2K$ time and $O(\eta N(L+M))$ memory where $N \gg L > K$ and $N \gg \eta$.

Top-N recommendation results on large datasets show that SGMC achieves state-of-the-art ranking accuracy, provides reasonable explanations, and requires a small fraction of training time compared to the best-performing baseline.

**Related Work**

One-bit matrix completion approaches either regard unlabeled data as negative with smaller weights (Pan et al. 2008; Hsieh, Narasimhan, and Dhillon 2015; Li et al. 2016; He et al. 2016), or treat unlabeled data as weighted positive and negative simultaneously (Natarajan et al. 2013; Du Plessis, Niu, and Sugiyama 2014, 2015; Kiryo et al. 2017). The former (Hu, Koren, and Volinsky 2008; Jahrer and Töschler 2012; He et al. 2016) heavily relies on good choices of weights of unlabeled data, which is computationally expensive to tune. In practice, because the unlabeled dataset consists of both positive and negative data, this family of algorithms (Cao et al. 2007; Rendle et al. 2009; Park et al. 2015; Wu, Hsieh, and Sharpnack 2017, 2018) has a systematic estimation bias (Du Plessis, Niu, and Sugiyama 2014, 2015). By contrast, the latter focuses on unbiased risk estimators to avoid tuning the weights. However, most of existing works exhibit poor scalability due to high computation complexity on the very large matrix (Mackey, Jordan, and Talwalkar 2011; Lee et al. 2013; Chen et al. 2015).

We propose a composite loss (Eq. (5)) that can cancel the bias, and by applying sparsity and orthonormality constraints (Eq. (14)) our approach can offer different levels of explanations behind the predictions. To scale to very large datasets, we also devise a parallel matrix approximation method which guarantees the orthogonality of the outputs. This makes a difference from prior research. More related works are provided in supplementary materials.

**The Model**

Throughout this paper, we denote scalars by either lowercase or uppercase letters, vectors by boldface lowercase letters, and matrices by boldface uppercase letters. Unless otherwise specified, all vectors are considered as columns vectors. In addition, we define the following definitions in this paper as:

**Definition 1.** (Hypergraph). A undirected and connected hypergraph which consists of a finite set of vertices (items) $\mathcal{I}$ with $|\mathcal{I}| = N$ and a set of hyperedges (users) $\mathcal{U}$ with $|\mathcal{U}| = M$, is defined as $\mathcal{G} = \{\mathcal{I}, \mathcal{U}\}$. Each hyperedge is defined as a subset of $\mathcal{I}$ such that $\cup_{u \in \mathcal{U}} = \mathcal{I}$, and a hyperedge $u \in \mathcal{U}$ containing only two vertices is a simple graph edge.

**Definition 2.** (Incidence Matrix). Given any hypergraph $\mathcal{G} = \{\mathcal{I}, \mathcal{U}\}$, we say a hyperedge $u$ is incident with a vertex $i$ when $i \in u$. Then, this hypergraph $\mathcal{G}$ can be represented by an $N$-by-$M$ incidence matrix (item-user implicit feedback matrix) $R$ defined as following:

$$R_{i,u} = \begin{cases} 1 & \text{if } i \in u \\ 0 & \text{otherwise.} \end{cases} \quad (1)$$

**Definition 3.** (Hypergraph Laplacian Matrix). Given any hypergraph $\mathcal{G} = \{\mathcal{I}, \mathcal{U}\}$, we denote the degree of a vertex $i$ by $d(i) = \sum_{u \in \mathcal{U}} R_{i,u}$ and the degree of a hyperedge $u$ by $\delta(u) = \sum_{i \in \mathcal{I}} R_{i,u}$. $D_u$ and $D_v$ denote the diagonal matrices containing the vertex and hyperedge degrees, respectively. Then the hypergraph Laplacian $L$ can be defined as follows:

$$L = I - D_u^{-1/2} R D_v^{-1} R^T D_u^{-1/2}. \quad (2)$$

**Definition 4.** (Graph Signal). For a hypergraph $\mathcal{G} = \{\mathcal{I}, \mathcal{U}\}$, the data at each vertex in the graph is referred to as a graph signal that can be represented as a vector $r \in \mathbb{R}^{N}$. The implicit data of the $u^{th}$ user can be viewed as a signal $r_u$ on $\mathcal{G}$, where the $i^{th}$ entry of the vector $r_u$ is equal to $R_{i,u}$, namely $r_u(i) = R_{i,u}$.

**Graph Fourier Transform**

The classical Fourier transform is defined as an expansion of a function $f$ w.r.t. complex exponentials:

$$\hat{f}(\xi) = \int_{\mathbb{R}} f(t) e^{-2\pi i \xi t} \, dt,$$  

and analogously the graph Fourier transform is defined as an expansion of a graph signal $r_u$\footnote{In general, the graph signal can also be viewed as a function $r_u : \mathcal{I} \rightarrow \mathbb{R}$ where $\mathcal{I}$ is the vertex set.} in terms of the eigenvectors of the (hyper)graph Laplacian matrix $L$ (Shuman et al. 2013). To be specific, let $\{v_i\}_{i=0}^{N-1}$ and $\{\lambda_i\}_{i=0}^{N-1}$ denote the eigenvectors and eigenvalues of the hypergraph Laplacian $L$, respectively and $r_u \in \mathbb{R}^{N}$ be a graph signal on $\mathcal{G}$, then the graph Fourier transform and its inverse can be defined as:

$$\hat{r}_u(\lambda_i) = \sum_{i=0}^{N-1} r_u(i) \Phi_i^T, \quad \text{and} \quad r_u(i) = \sum_{i=0}^{N-1} \hat{r}_u(\lambda_i) \Phi_i. \quad (4)$$

where $\hat{r}_u(\lambda_i)$ represents the signal in the graph frequency domain, the eigenvalue $\lambda_i$ carries a notion of frequency, and the complete set of orthonormal eigenvectors $\Phi = [v_0, \ldots, v_{N-1}]$ serves as a basis in the forward and inverse graph Fourier transforms.

**The Proposed SGMC Method**

In practice, it is beneficial to assign different weights to different data examples. For instance, in recommender systems, we can punish popular items/users to achieve more accurate long-tail recommendations (Steck 2011, 2019). Similarly, we also set lower weights to the graph signals at
the vertices with higher degrees, namely \( Y_{i,u} = (1 - \rho)M_{i,u}/(d(i)\delta(u))^\beta \) where \( \rho \) is the rate of flipping a 1 to 0. Empirically, \( \beta = 1/2 \) can achieve decent performance. Then we recover the underlying matrix by minimizing the unbiased estimator defined on each entry (Natarajan et al. 2013), which leads to the following composite problem:

\[
\min_{\rank(X) = K} \frac{1}{MN} \sum_{i,u} \ell \left( (1 - \rho)R_{i,u}/\sqrt{d(i)\delta(u)}, X_{i,u} \right) \tag{5}
\]

where \( \ell(t,x) = [(t - x)^2 - \rho t^2]/(1 - \rho) \) if \( t > 0 \) and \( \ell(t,x) = x^2 \) otherwise.

**Theorem 1.** (Unbiased Risk Estimator). Let \( \ell \) be the squared loss. For any \( X \in \mathbb{R}^{N \times M} \) and \( Y_{i,u} = (1 - \rho)M_{i,u}/\sqrt{d(i)\delta(u)}, E_{i,u}\ell(Y_{i,u},X_{i,u}) = E_{i,u}\ell((1 - \rho)R_{i,u}/\sqrt{d(i)\delta(u)}, X_{i,u}) \).

Minimizing the above optimization problem is equivalent to minimizing the following problem:

\[
\min_{\mathbf{V}} \| D_v^{-1/2}RD_u^{-1/2} - \mathbf{V} \mathbf{U}^\top \|_2^2 \tag{6}
\]

where \( \mathbf{V} \in \mathbb{R}^{N \times K}, \mathbf{U} \in \mathbb{R}^{M \times K} \).

It is expensive to solve Eq. (6) due to its non-convexity. However, Theorem 2 provides a clue to obtain a closed-form solution: when the hypergraph \( G \) is fully observed without noise, the optimal orthonormal \( \mathbf{V} \) can be learned by solving the spectral clustering problem (Shi and Malik 2000).

**Theorem 2.** Suppose that a hypergraph \( G = \{ V,U \} \) is fully observed without noise and its incidence matrix \( \mathbf{R} \in \mathbb{R}^{N \times M} \) is of rank \( K \), then the matrix whose columns are the eigenvectors with the \( K \) lowest eigenvalues of the (hyper)graph Laplacian \( \mathbf{L} \) of \( G \) is the optimal solution of

\[
\min_{\rank(V) = K} \| D_v^{-1/2}RD_u^{-1/2} - \mathbf{V} \mathbf{U}^\top \|_2^2 \quad \text{s.t., } \mathbf{V}^\top \mathbf{V} = \mathbf{I}_K
\]

where \( D_v \) and \( D_u \) denote the diagonal degree matrices of the vertex and hyperedge respectively, and \( U \) is an optimal \( M \)-by-\( K \) matrix.

However, the actual hypergraph in the targeted problem is partially observed in the presence of noise. To relax this challenge, we pose an assumption that the partially observed hypergraph retains a few principal components in its clean version. This allows us to construct an accurate low-rank approximation. Then we define SGMC which consists of the following three steps:

**Step 1:** We first follow Theorem 2 to learn \( \mathbf{V} \), where the eigenvectors of \( \mathbf{L} \) correspond to the optimal result. Notably, \( \mathbf{V} \) preserves many properties of the graph, different from (Hu, Koren, and Volinsky 2008; Jahrer and Tösscher 2012).

**Step 2:** We then optimize \( \mathbf{U} \) by minimizing the following least-squared empirical risk given:

\[
\min_{\rank(U) = K} \| D_v^{-1/2}RD_u^{-1/2} - \mathbf{V} \mathbf{U}^\top \|_2^2 \tag{7}
\]

where \( D_v \) and \( D_u \) denote the diagonal degree matrices of the vertex and hyperedge, respectively.

**Step 3:** We finally calculate the estimated matrix \( \mathbf{S} \) of the underlying matrix \( \mathbf{M} \) as follows:

\[
\mathbf{S} = D_v^{1/2} \mathbf{V} \mathbf{U}^\top D_u^{1/2} = D_v^{1/2} \mathbf{V} \mathbf{V}^\top \mathbf{D}_v^{-1/2} \mathbf{R}, \tag{8}
\]

where the observation \( \mathbf{R} \) is scaled prior to model training and the predicted value is rescaled back to the original space. This makes a lot of sense in practice, as it helps the predictions reflect the full popularity bias in the training data.

**Remark.** We next view our method from a perspective of graph signal processing. Denote by \( \mathbf{r}_u = \mathbf{D}_v^{-1/2} \mathbf{r}_u \) a normalized graph signal where \( \mathbf{r}_u \) is the \( u \)-th column of \( \mathbf{R} \), and by \( \mathbf{s}_u = \mathbf{D}_v^{-1/2} \mathbf{s}_u \) the output signal as defined:

\[
\mathbf{s}_u = \Phi \hat{h}(\mathbf{L}) \Phi^\top \mathbf{r}_u = \sum_{l=0}^{N-1} v_l \hat{h}(\lambda_l) v_l^\top \mathbf{r}_u = \sum_{l=0}^{K-1} v_l v_l^\top \mathbf{r}_u = \mathbf{V} \mathbf{V}^\top \mathbf{r}_u. \tag{9}
\]

where \( \hat{h}(\mathbf{L}) \Phi^\top \mathbf{r}_u \) acts as graph frequency filtering with signal \( \Phi^\top \mathbf{r}_u \) in the graph frequency domain and transfer function \( \hat{h}(\mathbf{L}) = \text{diag}(\hat{h}(\lambda_0), \ldots, \hat{h}(\lambda_{N-1})) \) with a low-pass kernel \( \hat{h}(\lambda_i) = 1_{i < K} \). This filter only passes the graph signal \( \mathbf{r}_u \) within \( K \) lowest frequencies, namely low-pass filter. In effect, we can rewrite Eq. (9) as \( \mathbf{s}_u = \mathbf{D}_v^{-1/2} \mathbf{V} \mathbf{V}^\top \mathbf{D}_v^{-1/2} \mathbf{r}_u \) which resembles Eq. (8), indicating that the learning of SGMC is equivalent to filtering the graph signals with a low-pass kernel. Perhaps more importantly, this filter paraphrases our assumption in the graph frequency domain — the partially observed hypergraph preserves the signal within low frequencies.

### Scalable Approximations for SGMC

The Laplacian \( \mathbf{L} \) of a hypergraph \( G \) with \( N \) vertices and \( M \) hyperedges requires \( \mathcal{O}(N^2 M) \) computational time and \( \mathcal{O}(N^2) \) memory use. The time complexity of standard eigendecomposition is \( \mathcal{O}(N^3) \). Thus, SGMC with a standard eigendecomposition on \( \mathbf{L} \) is prohibitive on large datasets.

One of the solutions is to zero out some elements in the hypergraph Laplacian \( \mathbf{L} \) or to sparsify \( \mathbf{L} \) (Chen et al. 2010; Lehoucq, Sorensen, and Yang 1998). Nonetheless, the time reduction is significant only when \( \mathbf{L} \) is sparse or very few eigenvectors are extracted (Williams and Seeger 2001). The other method is based on the Nyström method (Kumar, Mohri, and Talwalker 2009; Williams and Seeger 2001), which solves the eigendecomposition problem for a small random subset of the vertices, then extrapolates this solution to the full set of vertices in the hypergraph (Fowlkes et al. 2004). However, a sufficiently large amount of columns of \( \mathbf{L} \) have to be sampled to yield an accurate approximation. This makes this class of algorithms impractical on very large-scale datasets, because the eigendecomposition on the resultant column-based submatrix will soon dominate the computation and become prohibitive (Li, Kwok, and Lü 2010).

To address above issues, we propose efficient and scalable approximations for SGMC, which combines merits of the Nyström method (Williams and Seeger 2001) and the randomized algorithm (Halko, Martinsson, and Tropp 2011).

### Randomized Algorithm for Partial Decompositions

Recall that we assume the partially observed hypergraph retains a few principal components in its clean version. This
means, we are only interested in the first $K$ components of the eigendecomposition of the $N$-by-$N$ hypergraph Laplacian $\mathbf{L}$ where $K \ll N$. Among the solutions for partial matrix decompositions, randomized algorithms (Halko, Martinsson, and Tropp 2011) are simple and can deliver an accurate approximation with very high probability.

There are two main stages in this class of algorithms (Halko, Martinsson, and Tropp 2011): 1) we first draw a Gaussian random matrix $\mathbf{\Omega} \in \mathbb{R}^{N \times (K+\rho)}$ with an over-sampling parameter $\rho$ (e.g., $5$) and form $\mathbf{Y} = \mathbf{L}^q \mathbf{\Omega}$ where $q$ (e.g., $1$) is used to accelerate the decay of eigenvalues of $\mathbf{L}$, then find an orthonormal matrix $\mathbf{Q}$ (e.g., by QR decomposition) such that $\mathbf{Y} = \mathbf{QQ}^T \mathbf{Y}$; and 2) we reduce $\mathbf{L}$ to a small matrix $\mathbf{B} = \mathbf{Q}^T \mathbf{L} \mathbf{Q}$, then by performing standard eigendecomposition on the reduced matrix we can obtain $\mathbf{B} = \mathbf{\Phi}_B \mathbf{\Sigma}_B \mathbf{\Phi}_B^T$. Finally, the $K$ principal eigenvectors and eigenvalues of the hypergraph Laplacian $\mathbf{L}$ can be approximated by $\mathbf{V}_B = \mathbf{Q} \mathbf{\Phi}_B$, and $\mathbf{A}_B = (\mathbf{\Sigma}_B)^{0.0:K-1:0.0:K-1}$, respectively.  

**Remark.** It takes $O(N^2K)$ time for $\mathbf{Y}$, $O(NK)$ time for QR decomposition, $O(NK^2)$ time for $\mathbf{B}$ and $O(K^3)$ for the eigendecomposition (Halko, Martinsson, and Tropp 2011; Li, Kwok, and Liu 2010). Since the total complexity is quadratic to $N$ and one pass over $\mathbf{L}$ is needed, a direct use of randomized algorithms on $\mathbf{L}$ is still highly expensive.

**Approximate SGMC**

Inspired by (Li, Kwok, and Liu 2010), we speed up the inner eigendecomposition in the Nyström method by using the randomized algorithm, such that we are allowed to sample a large subset of columns of the hypergraph Laplacian $\mathbf{L}$ for accurate approximation. To be more specific, we present the three key steps of the proposed efficient and scalable approximations for SGMC as follows:

**Step 1:** We randomly sample a subset of high-degree vertices $\mathcal{I}_A$ with $|\mathcal{I}_A| = L$ and let $\mathcal{I}_B = \mathcal{I} - \mathcal{I}_A$ denote the set of the remaining vertices. Then we rearrange the rows and columns of the hypergraph Laplacian $\mathbf{L}$ such that

\[
\mathbf{L} = \begin{bmatrix} \mathbf{A} & \mathbf{B} \\ \mathbf{B}^T & \mathbf{C} \end{bmatrix} \quad \text{and} \quad \mathbf{W} = \mathbf{A} + \mathbf{A}^{-1/2} \mathbf{B} \mathbf{B}^T \mathbf{A}^{-1/2},
\]

where $\mathbf{A}$ represents the $L \times L$ matrix of affinities between the sample vertices in $\mathcal{I}_A$, and $\mathbf{B}$ represents the $L \times (N - L)$ matrix of affinities between the sample vertices and the remaining vertices. Notably, we construct a rank-$K$ approximation of $\mathbf{A}^{-1/2}$ by first approximating $\mathbf{A}$ with a rank-$K$ matrix $\mathbf{V}_A \mathbf{A}_V \mathbf{V}_A^T$ using the above randomized techniques (Halko, Martinsson, and Tropp 2011), then computing $\mathbf{A}^{-1/2} \approx \mathbf{V}_A \mathbf{A}_V^{-1/2} \mathbf{V}_A^T$.

**Step 2:** We likewise use the randomized method (Halko, Martinsson, and Tropp 2011) to obtain the rank-$K$ approximation of the matrix $\mathbf{W} \approx \mathbf{V}_W \mathbf{A}_W \mathbf{V}_W^T$, then by using Nyström method (Fowlkes et al. 2004) we have the approximate $K$ orthonormal eigenvectors and eigenvalues of the hypergraph Laplacian $\mathbf{L}$ as follows:

\[
\mathbf{\tilde{V}} = \begin{bmatrix} \mathbf{A} \\ \mathbf{B}^T \end{bmatrix}^{-1/2} \mathbf{V}_W \mathbf{A}_W^{-1/2} \quad \text{and} \quad \mathbf{\tilde{A}} = \mathbf{A}_W.
\]

**Step 3:** We finally derive the approximate SGMC as $\mathbf{S} = \mathbf{D}_r^{1/2} \mathbf{V} \mathbf{V}^T \mathbf{D}_r^{-1/2}$.  

**Remark.** Recall that $\mathbf{R}$ has $M$ columns and $N$ rows with $\Omega$ observations and $N \gg \eta = \Omega/M$, and we sample $L$ columns to approximate $K$ eigenvectors of the Laplacian $\mathbf{L}$. Then, it takes totally $O(\eta NL)$ time for $\mathbf{A}$ and $\mathbf{B}$ which is significantly lower than $O(\eta N^2)$ cost for $\mathbf{L}$, and $O(L^2K + K^2(N - L))$ time for $\mathbf{W}$, $O(L^2K + K^2)$ for the randomized matrix decomposition on $\mathbf{A}$ and $\mathbf{W}$. Since $N \gg L \gg K$, the approximate SGMC scales linearly with $N$. Note that our method for partial matrix decompositions has the same time complexity with (Li, Kwok, and Liu 2010), but the approximate eigenvectors in (Li, Kwok, and Liu 2010) are not orthogonal which has been proved inferior regarding performance (Chen et al. 2010).

**Polynomial and Sparse Extensions for SGMC**

The approximate SGMC trades accuracy for scalability. This section considers how to improve the model performance by means of extending the SGMC to the polynomial and sparse frequency filters. Let us define a $P$-order polynomial filter kernel as $h_\theta(\lambda_i) = \sum_{k=0}^P \theta_k \lambda_i^k$ parameterized by $\theta$, then the estimate in Eq. (9) can be extended as follows:

\[
s_u^{(\theta)} = \mathbf{D}_r^{1/2} \hat{\mathbf{h}}_\theta(\mathbf{L}) \mathbf{V} \mathbf{V}^T \mathbf{D}_r^{-1/2} \mathbf{r}_u = \sum_{k=0}^P \theta_k \mathbf{D}_r^{1/2} \mathbf{L}_k \mathbf{D}_r^{-1/2} \mathbf{r}_u,
\]

\[
\mathbf{L}_k = \mathbf{VA}_k \mathbf{V}^T,
\]

(11)

where $\theta_k$ controls the contribution of the $k$th order estimate $s_u^{(k)} = \mathbf{D}_r^{1/2} \mathbf{L}_k \mathbf{D}_r^{-1/2} \mathbf{r}_u$. The parameter $\theta$ can be optimized by minimizing the empirical risk defined on set $\Omega_{\theta,\hat{\theta}}$:  

\[
\min_{\theta} \frac{1}{|\Omega_{\theta,\hat{\theta}}|} \sum_{(i,u) \in \Omega_{\theta,\hat{\theta}}} \hat{\ell}((1 - \rho) \mathbf{R}_i,u) / \sqrt{d(i)} \hat{\delta}(u), s_u^{(\theta)}(i)\right) + \frac{1}{2} \sigma \gamma \| \theta \|_2^2 + \alpha (1 - \gamma) \| \theta \|_1,
\]

(12)

where $s_u^{(\theta)}$ is defined in Eq.(11), and $\rho, \hat{\theta}$ are defined in Eq. (5), and $\alpha, \gamma$ are regularization parameters. Empirically, the cost of learning $\theta$ is very low since its size is typically up to 3, such that a small $\Omega_{\theta,\hat{\theta}}$ is good enough to derive accurate results. We highlight the empirical results in Table 1.

**Micro-level Explanation.** We next show how Eq. (11) provides a way to explain the estimate $s_u(i)$ in terms of the positive data examples. In effect, $s_u(i)$ can be reformulated as a linear combination of the data at vertices within the $P$-hop local neighborhood $\mathcal{N}(i, P)$:

\[
s_u(i) = \sum_{j=0}^{N-1} \mathbf{r}_u(j) \left( \sum_{k=0}^P \theta_k \mathbf{L}_{i,j} \right) = \sum_{j \in \mathcal{N}(i, P)} \mathbf{r}_u(j) \mathbf{B}_{i,j},
\]

(13)

where $\mathbf{r}_u(j)$ is the $(j, u)$-th entry of the observation matrix $\mathbf{R}$, $d(i)$ is the degree of the $i$th vertex, and $\mathbf{B}_{i,j}$ is nonzero i.i.f the $j$th vertex is connected to the $i$th vertex in $P$-steps on $G$. Hence, the positive data examples $\{(j, u) | \mathbf{R}_{j,u} = 1 \}$
with the highest coefficients \( \mathbf{B}_{u,j} \) can be identified as the major explanations behind the estimate \( s_u(i) \).

**Macro-level Explanation.** The Fourier bases \( \Phi \) are the eigenvectors of the Laplacian matrix \( \mathbf{L} \), which account for the intrinsic geometric structure of the underlying graph \( \mathcal{G} \). As any graph signal \( r_u \) can be represented as linear combinations of the Fourier bases, the signal \( \tilde{r}_u \) in the frequency domain measures the contribution of each component.

For example, in the context of recommender systems, the graph signal \( r_u(i) \) represent whether the \( u \)th user likes the \( i \)th item. In the sense that the eigenvectors \( \Phi \) can partition the items into the clusters (Shi and Malik 2000), \( r_u(k) \) measures how much the \( u \)th user likes the \( k \)th item cluster. In practice, due to the fact that each user mainly focuses on a few categories of items, it is desirable to assume that \( r_u \) is sparse. We hence add the sparsity constraint to Eq. (7), which leads to the following optimization problem:

\[
\min_{\tilde{r}_u} \| \text{sign}(\tilde{r}_u) \circ (\tilde{r}_u - \mathbf{V} \hat{h}_\theta(\mathbf{L}) \tilde{r}_u) \|_2^2 + \frac{1}{2} \alpha \gamma \| \tilde{r}_u \|_2^2 + \alpha (1 - \gamma) \| \tilde{r}_u \|_1, \tag{14}
\]

where \( \text{sign}(\tilde{r}_u) \) returns the sign of the normalized graph signal \( \tilde{r}_u = \mathbf{D}^{-1/2} r_u \) and \( \circ \) denotes the element-wise product. The regularization parameters \( \alpha, \gamma \) mitigate overfitting.

However, in the majority of cases, the user preferences vary along the time. To address this issue, we propose to use a sliding window over \( r_u \) and study user preferences in each fragments: (1) we use the first \( w \) (e.g., 10) purchased items to form \( r_{u,1:u} \) and optimize \( r_{u,1:u} \) by minimizing:

\[
\min_{r_{u,1:u}} \| \text{sign}(r_{u,1:u}) \circ (r_{u,1:u} - \mathbf{V} h_\theta(\mathbf{L}) r_{u,1:u}) \|_2^2 + \frac{1}{2} \alpha \gamma \| r_{u,1:u} \|_2^2 + \alpha (1 - \gamma) \| r_{u,1:u} \|_1, \tag{15}
\]

then (2) the second fragment \( r_{u,1+s:1+s+w} \) is formed from the first one with step size \( s \) (e.g., 5) and so on. Essentially, the outputs \( \{r_{u:t:t+w}\} \) describe how the user preferences vary along a path graph of the items.

**Remark.** Note the problem defined in Eq. (14) has the same order of complexity as that in Eq. (7). There are two reasons: first, Eq. (14) only measures the reconstruction errors of the observations with positive labels where \( N \gg \eta = \Omega/M \); Second, learning \( r_u \) in Eq. (14) for different \( u \) can be easily parallelized, and for each one it takes \( O(l^3 + KL^2) \) time by using LARS-EN (Zou and Hastie 2005) where \( l \) is the number of iterations of parameter updates.

**Experiment**

This section studies the performance of the proposed SGMC algorithm in top-N recommendation tasks. We demonstrate that SGMC can not only make scalable and accurate recommendations on large datasets, but also is able to explain the recommendations in micro- and macro-level. All experiments are conducted on a server with an Intel Xeon(R) CPU E5-2678 2.50GHz CPU and 128G RAM.

**Experimental Setup**

**Datasets** We use three large-scale real-world datasets – (1) MovieLens 20M data (ML20M) (Harper and Konstan 2015) with the ratings of time 107 ratings of 138,493 users and 26,611 items); (2) Netflix prize data (Netflix) (Bennett, Lanning et al. 2007) (108 ratings of 480,189 users and 17,770 items); and (3) Million Song data (MSD) (Bertin-Mahieux et al. 2011) (5 × 107 ratings of 1,019,318 users and 384,546 items). Note that the data here is binarized, and for each dataset we split it into train and test sets randomly with the ratio of 9:1. We adopt the ranking metrics of normalized discounted cumulative gain (NDCG) and F1 score, and all reported results are averaged over five different random train-test splits.

We implement our SGMC algorithm and its extensions using Apache Spark, where the matrix multiplications are parallelized. In the following experiments, we use the factor size \( K = 1000 \) for all SGMC models and the elastic-net parameters \( \alpha = 0.007 \) and \( \gamma = 0.01 \) in Eq. (14). Meanwhile, we sample \( L = 6000 \) columns of \( \mathbf{L} \) for approximate SGMC. In addition, we compare the large-scale algorithms with publicly available codes provided by the authors:

- **CollRank** (Park et al. 2015) is the large-scale collaborative ranking algorithm which uses alternating minimization to optimize the pair-wise loss as in BPR (Rendle et al. 2009). The author parallelized their algorithm using the parallel computing techniques in OpenMP. Grid search of regularization parameter over \( \lambda \in \{10, 100, 1000\} \) and factor size over \( K \in \{50, 100, \ldots, 300\} \) is performed. We limit the number of ranking pairs to 3000 per user on the full Netflix and MSD datasets.

- **Primal-CR** (Wu, Hsieh, and Sharpmack 2017) reduces the total complexity of CollRank (Park et al. 2015) to near-linear by rearranging the computations of the gradients and Hessian vector product. The authors implemented the algorithm using the parallel computing techniques in Julia. Similarly, regularization parameter and factor size are selected by grid search over \( \lambda \in \{1000, 2000, \ldots, 10000\} \) and \( K \in \{100, 200, \ldots, 500\} \). We limit the number of ranking pairs per user to 5000 on the full MSD dataset.

- **\( \hat{\mathbf{B}} \) (sparse)** (Steck 2019) resembles SLIM (Ning and Karypis 2011) with a closed-form solution and leverages the sparse inverse covariance estimate for the reduction of training time. We adopt the source code provided by the authors and rewrite part of it in Spark to improve its efficiency. We use grid search over the optimal regularization over \( \lambda \in \{1, 3, 6, 9\} \) and hyper-parameter \( r \in \{1/8, 2/8, \ldots, 5/8\} \).

We do not compare to neural models (e.g., NeuCF (He et al. 2017) and MULT-VAE (Liang et al. 2018)) and other graph models (e.g., SpectralCF (Zheng et al. 2018) and NGCF (Wang et al. 2019)), because the full MSD is too large for these models to finish in a reasonable amount of time or to store in the memory of our GTX 1080Ti GPU.

**Ablation Analysis**

To assess the effects of different components, we first perform an ablation study on the full ML20M data, with results in Table 1. SGMC takes the longest training time, while the approximate SGMC (i.e., approx SGMC) trades the accuracy for speed: the training time has been reduced from about 10 minutes for the exact solution to under 3 minutes.
with small accuracy loss. On the other hand, such a loss is remedied by apprx SGMC\(^{(sp)}\) which sparsified the signal in the graph frequency domain, as well as its enhanced version apprx SGMC\(^{(sp+poly)}\) using the 2nd-order polynomial low-pass filter. This shows the effectiveness of the sparse and polynomial frequency filters.

Another interesting observation is that the third-order or higher-order polynomial filter does not contribute to further improvement of the accuracy. This is because most items (vertices) can be reached from each other in a small number of steps (e.g., 3 steps here), such that the high-order polynomial filters actually extend the neighborhood to the whole item set. Prior works (Deshpande and Karypis 2004; Ning and Karypis 2011; Li et al. 2019) have shown that extremely large size of neighborhood is not helpful for performance.

### Quantitative Analysis

Table 2 summarizes the experimental results of the baselines and our apprx SGMC\(^{(sp+poly)}\) model on the full ML20M, Netflix and MSD datasets. We note that all sparse users and items are kept in our study to better study the model scalability and recommendation accuracy. It shows that apprx SGMC\(^{(sp+poly)}\) achieves the best results among baselines, and our model outperforms all three competitive algorithms in recommendation accuracy across all three datasets. This demonstrates that the informative feature in the graph frequency domain is important for making better recommendations. In addition, we can see that the Collrank and Primal-CR models perform poorly on the very large Netflix and MSD datasets. This is due to the insufficient ranking pairs used in the model training. However, the fact is that when we try to apply greater than 3000 and 5000 ranking pairs per user for the Collrank and Primal-CR models respectively, these algorithms run very slowly and report memory error. This memory error also happens to apprx SGMC\(^{(sp+poly)}\) on the MSD dataset when computing the sparse inverse covariance estimation.

Besides the difference in accuracy, Table 2 shows that the training time of SGMC is at least two times less than that of Primal-CR on the MSD dataset when compared to apprx SGMC\(^{(sp+poly)}\). This is attributable to the fact that when we try to apply greater than 3000 and 5000 ranking pairs per user for the Collrank and Primal-CR models respectively, these algorithms run very slowly and report memory error. This memory error also happens to apprx SGMC\(^{(sp+poly)}\) on the MSD dataset when computing the sparse inverse covariance estimation.

Table 1: Ablation study on full ML20M (138,493 users & 26,611 items). The approximate SGMC (i.e., apprx SGMC) reduces training time with lower accuracy. Sparsifying spectral signals (sp) and 2nd-order polynomial frequency filter (poly) improve accuracy.

<table>
<thead>
<tr>
<th>Models</th>
<th>Training Time</th>
<th>F1 Score</th>
<th>NDCG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>@5</td>
<td>@50</td>
</tr>
<tr>
<td><strong>ML20M</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGMC</td>
<td>9 min 54 sec</td>
<td>0.1167</td>
<td>0.1023</td>
</tr>
<tr>
<td>apprx SGMC</td>
<td>2 min 41 sec</td>
<td>0.1170</td>
<td>0.1016</td>
</tr>
<tr>
<td>apprx SGMC(^{(sp)})</td>
<td>3 min 25 sec</td>
<td>0.1187</td>
<td>0.1012</td>
</tr>
<tr>
<td>apprx SGMC(^{(sp+poly)})</td>
<td>3 min 27 sec</td>
<td>0.1188</td>
<td>0.1035</td>
</tr>
</tbody>
</table>

Table 2: Performance comparison on the full ML20M (138,493 users and 26,611 items), Netflix (480,189 users and 17,770 items) and MSD (1,019,318 users and 384,546 items) datasets. Unless otherwise specified, apprx SGMC\(^{(sp+poly)}\) stands for the approximate SGMC with using the sparse and 2nd-order polynomial frequency filter. apprx SGMC\(^{(sp+poly)}\) obtains competitive ranking accuracy while requiring only a small fraction of the training time.

<table>
<thead>
<tr>
<th>Models</th>
<th>Training Time</th>
<th>F1 Score</th>
<th>NDCG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>@5</td>
<td>@50</td>
</tr>
<tr>
<td><strong>ML20M</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collrank</td>
<td>2 hour 21 min</td>
<td>0.0740</td>
<td>0.0742</td>
</tr>
<tr>
<td>Primal-CR</td>
<td>1 hour 24 min</td>
<td>0.0825</td>
<td>0.0796</td>
</tr>
<tr>
<td>apprx SGMC(^{(sp+poly)})</td>
<td>3 min 31 sec</td>
<td>0.1188</td>
<td>0.1035</td>
</tr>
<tr>
<td><strong>Netflix</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collrank</td>
<td>1 hour 43 min</td>
<td>0.0081</td>
<td>0.0107</td>
</tr>
<tr>
<td>Primal-CR</td>
<td>1 hour 42 min</td>
<td>0.0082</td>
<td>0.0115</td>
</tr>
<tr>
<td>apprx SGMC(^{(sp+poly)})</td>
<td>3 min 46 sec</td>
<td>0.0146</td>
<td>0.0174</td>
</tr>
<tr>
<td><strong>MSD</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collrank</td>
<td>1 hour 26 min</td>
<td>0.0384</td>
<td>0.0246</td>
</tr>
<tr>
<td>Primal-CR</td>
<td>1 hour 1 min</td>
<td>0.0402</td>
<td>0.0296</td>
</tr>
<tr>
<td>apprx SGMC(^{(sp+poly)})</td>
<td>4 min 40 sec</td>
<td>0.1006</td>
<td>0.0534</td>
</tr>
</tbody>
</table>
Table 3: Three recommendations (bold-faced) with micro-level explanations for an ML20M user. Each recommended movie is recommended due to a unique set of already-watched movies, while the three movies used as explanations contribute the most.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Jurassic Park (1993)</td>
<td>Snow White and the Seven Dwarfs</td>
<td>Pirates of the Caribbean I</td>
</tr>
<tr>
<td>Forrest Gump (1994)</td>
<td>Peter Pan</td>
<td>Lord of the Rings II</td>
</tr>
<tr>
<td>The Shawshank Redemption (1994)</td>
<td>Alice in Wonderland</td>
<td>Lord of the Rings III</td>
</tr>
</tbody>
</table>

Figure 1: Static macro-level explanations for an ML20M user. We use t-SNE to visualize the top-four favorite item clusters of this user. We can discern animation (blue), comedy romance (green), thriller (red), action comedy (yellow).

Figure 2: Dynamic macro-level explanations. We use a sliding window of size $w=10$ over one’s behavior sequence with step size $s=3$, and the resulted frequency signals are normalized for better illustration. It visualizes how user preferences vary along the sequence (i.e., different $t$ in $\{_{v, t:t+w}\}$) and shows the dynamic nature of user preferences.

Qualitative Analysis

Table 3 provides the micro-level explanations to each of three recommendations for a user on ML20M. As shown in Eq. (13), we recall that the ranking score of each recommended movie is contributed by a unique set of already-watched movies, and the top-3 ones which contribute the most are regarded as the explanations behind the recommendation. In detail, Braveheart is pushed to the user because she/he previously watched the Oscar winning movies, and likewise the high ranking-scores of The Sword in the Stone and Lord of the Rings are largely impacted by the watched children animation movies (e.g., Snow White) as well as adventure fantasy movies (e.g., Pirates of the Caribbean).

We also analyze the user’s macro-level preferences in both static and dynamic manners. By using t-SNE (Maaten and Hinton 2008), Figure 1 visualizes the user’s top four favorite clusters derived by the eigenvectors (frequencies) with largest frequency signals (Shi and Malik 2000). We can see that the movies are well classified, where we can discern animation (blue), comedy romance (green), thriller (red), action comedy movies (yellow).

We recall that each frequency corresponds to a specific set of items, and each frequency component reflects how much this user likes these items. Hence, Figure 2 shows how user preferences vary along one’s behavior sequence, where a 10-size sliding window with step size 3 is used. In concrete, this user has long-term interests in the items with frequencies $\lambda_0$ and $\lambda_2$, and the interests related to the frequency $\lambda_{13}$ ($\lambda_4$) emerged (disappeared) since $6^{th}$ position. This study consists with the dynamic nature of user preferences.

Conclusion

This paper introduces a graph signal processing formulation to 1-bit matrix completion and proposes the SGMC algorithm to leverage the flexible signal operations on graphs. SGMC can not only recover the underlying 0-1 matrix but also provides micro- and macro-level explanations behind the predictions. To scale to very large datasets, we also develop efficient and scalable approximations for the SGMC algorithm. Empirical results across multiple datasets validate the superior accuracy, efficiency and interpretability of the proposed method in top-N recommendation tasks.
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