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Abstract

Dung’s abstract Argumentation Framework (AF) has
emerged as a central formalism in formal argumentation. Key
aspects of the success and popularity of Dung’s framework
include its simplicity and expressiveness. Integrity constraints
help to express domain knowledge in a compact and natu-
ral way, thus keeping easy the modeling task even for prob-
lems that otherwise would be hard to encode within an AF.
In this paper, after providing an intuitive semantics based on
Lukasiewicz’s logic for AFs with (strong) constraints, called
Constrained AFs (CAFs), we propose Weak constrained AFs
(WAFs) that enhance CAFs with weak constraints. Intu-
itively, these constraints can be used to find “optimal” so-
lutions to problems defined through CAFs. We provide a
detailed complexity analysis of CAFs and WAFs, showing
that strong constraints do not increase the expressive power
of AFs in most cases, while weak constraints systematically
increase the expressive power of CAFs under several well-
known argumentation semantics.

Introduction

Formal argumentation is an important field of research
within Artificial Intelligence (Bench-Capon and Dunne
2007; Simari and Rahwan 2009; Atkinson et al. 2017). In
particular, Dung’s abstract Argumentation Framework (AF)
has emerged as a central formalism for modelling disputes
between two or more agents (Dung 1995). An AF consists
of a set of arguments and a binary attack relation over the
set of arguments that specifies conflicts between arguments
(if argument a attacks argument b, then b is acceptable only
if a is not). Hence, arguments are abstract entities whose
role is determined by attacks. We can think of an AF as a
directed graph whose nodes represent arguments and edges
represent attacks. As for graph theory, an important aspect
of the success of Dung’s framework is that it is a simple yet
powerful formalism. The meaning of an AF is given in terms
of argumentation semantics, which intuitively tell us the sets
of arguments (called extensions) that can collectively be ac-
cepted to support a point of view in a dispute.

Despite the expressive power and generality of AFs, in
some cases it is difficult to accurately model domain knowl-
edge by an AF in a natural and easy-to-understand way.
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Figure 1: (a) AF A of Example 1; (b) AF A’ of Example 3.

For this reason, Dung’s framework has been extended by
the introduction of further constructs, such as preferences
(Amgoud and Cayrol 1998; Modgil and Prakken 2013) and
integrity constraints (Coste-Marquis, Devred, and Marquis
2006; Arieli 2015), to achieve more comprehensive, natu-
ral, and compact ways of representing useful relationships
among arguments. In particular, enhancing AFs with con-
straints allow us to naturally and compactly express domain
conditions that need to be taken into account to filter out un-
feasible solutions, as illustrated in the following example.

Example 1. Albert, Betty and Charlie wish to attend a bas-
ketball game on Saturday evening, but only two tickets are
available. In an attempt to model this situation by an AF A,
the following six arguments can be used: a (resp., b, c) states
that Albert (resp., Betty, Charlie) attends the game, whereas
a (resp., b, ¢) states that Albert (resp., Betty, Charlie) does
not attend the game. The direct graph encoding A is shown
in Figure 1(a), where double arrows are used to represent
mutually attacks between arguments. Specifically, every ar-
gument a (resp., b, ¢) attacks and is attacked by argument a
(resp., b, ¢), i.e., only one of them can be accepted. More-
over, every argument @ (resp., b, ¢) is attacked by the other
two arguments b and ¢ (resp., a and ¢; a and b) since the ar-
gument that Albert (resp., Betty, Charlie) attends the game
can be accepted only if one of the arguments stating that
Betty or Charlie (resp., Albert or Charlie; Albert or Betty)
do not attend the game is accepted. Thus, the set of attacks
between every pair in {a, b, ¢} models the fact that at most
one argument among a, b and ¢ can be accepted and then, as
a consequence, at least two arguments among a, b and ¢ can
be accepted, i.e., all available tickets are sold.

The extensions of AF A under the well-known preferred
and stable semantics are £y = {a,b,¢}, E2 = {a,b,c},
E; ={a,b,c},and E4 = {a, b, ¢}, where the presence of an
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Table 1: Complexity of CAs and SAs under complete (co), stable (st), preferred (pr), and semi-stable (sst) semantics. For
any complexity class C, C-c (resp., C-h) means C'-complete (resp., C-hard). An interval C-h, C’ means C-hard and in C".

argument in one of the 4 solutions means that it is accepted.
However, there is a solution (i.e., F4) which is not feasible,
because only two tickets are available, meaning that only
two people could attend the game.

To overcome such a situation, and thus providing a natural
and compact way for expressing such kind of conditions,
the use of constraints has been proposed. Considering our
example, the constraint

k=aANbAc=f
can be used. It states that the propositional formula a A b A
c must be false. That is, feasible solutions must satisfy the
condition that the 3 arguments a, b, and ¢ are not jointly
accepted, i.e., Albert, Betty and Charlie cannot attend the
game together. The effect of using constraint « is that Fy is
discarded from the set of solutions of our problem. O

The use of constraints in AFs has been firstly proposed
in (Coste-Marquis, Devred, and Marquis 2006) and then
further investigated in (Arieli 2013, 2015, 2016). The con-
strained argumentation frameworks in (Arieli 2013) and
(Arieli 2016) are particular cases of those in (Arieli 2015) as
the set of constraints is restricted to atomic formulae only.

We call an AF with constraints a Constrained AF (CAF).

Although constraints in a CAF allow restricting the set
of feasible solutions, they do not help in finding “best” or
preferable solutions. Considering our running example, Al-
bert, Betty and Charlie may agree on the fact that “if there
are only two tickets available then Albert and Betty should
preferably attend the game”. To express this kind of con-
ditions, in this paper we introduce weak constraints, that is,
constraints that are required to be satisfied if possible. Syn-
tactically, they have the same form of (strong) constraint ex-
cept that the implication symbol — is used (instead of =).
Intuitively, these constraints can be used to find “optimal”
solutions to a problem defined by means of an AF or a CAF.

A CAF with the addition of weak constraints is said to be
a Weak constrained Argumentation Framework (WAF).

Example 2. Consider a WAF obtained by adding to the
CAF of Example 1 the weak constraint t — a A b, stat-
ing that is desirable that Albert and Betty attend the game
together. Herein, t denotes the truth value true. Then, ex-
tension {a, b, ¢} is selected as the “best” one. m]

Weak constraints (also called relaxed constraints in some
contexts) have been considered in several research areas, in-
cluding Mathematical Programming with Equilibrium Con-
straints (Ramos 2019), Answer Set Programming (Bucca-
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furri, Leone, and Rullo 2000; Greco 1998), and for mod-
elling and solving optimization problems (Faber et al. 2016;
Li and Lv 2014). In particular, concerning the field of An-
swer Set Programming, weak constraints have been imple-
mented in DLV (Alviano et al. 2017), a disjunctive logic pro-
gramming system with (total) stable models semantics.

The use of strong and weak constraints substantially re-
duces the effort needed to figure out how to define an AF that
models a given problem. In fact, as said before, constraints
facilitate to express knowledge in a more compact and easy
to understand way. For instance, the problem presented in
Example 1, has been represented through an AF which ex-
presses the condition that “at most one argument among a, b
and ¢ can be accepted” and then, as a consequence, at least
two arguments among a, b and ¢ can be accepted. However,
this condition is not easy to be generalized if we have more
than three people. Suppose there is a fourth guy, David, who
wish to attend the game, and there are again only two avail-
able tickets. After adding the arguments d (David attends the
game) and d (David does not attend the game) to AF A of
Figure 1(a), we cannot use the same reasoning as in Exam-
ple 1 to model the fact that two of the four people attend
the game. In fact, having the attacks between every pair in
{a, b, ¢, d} does not model this situation (it models that at
least three of the four people attend the game). Remarkably,
using strong and weak constraints allow for using a common
reasoning pattern to generalize to this more complex situa-
tion, even starting from an AF having a simpler structure.

Example 3. Consider a WAF consisting of AF A’ of Fig-
ure 1(b) and the following sets of strong and weak con-
straints:
C={k,anNbANd=f,ahcANd= £, bAcANd= £}
W={t—at—=bt—ct—d}

The strong constraints in C (that includes « of Example 1)
filter out from the (16 preferred extensions) of A’ the solu-
tions where more than two people attend the game, whereas
the weak constraints maximize the set (or number) of people
attending the game. a

Although in this paper we consider ground constraints,
the proposed framework can be easily extended for general
formulae with variables, whose ground version is a propo-
sitional set. For instance, the strong and weak constraints in
Example 3 could be written using only one strong constraint
XANYANZANXEZY)NX£2)ANY #Z) = £ and
only one weak constraint t — X, where X, Y and Z are



variables whose domain is the set of arguments.

Contributions. In this paper, after introducing CAFs and
WAFs, we investigate the complexity of both credulous and
skeptical reasoning in these frameworks, providing the re-
sults which are summarized in Table 1, where CAg (resp.,
SAgs) denotes the credulous (resp., skeptical) acceptance
problem under argumentation semantics S.

Specifically, we make the following main contributions:

e We propose CAFs relying on a simple yet expressive form
of constraints that are interpreted using Lukasiewicz’s
logic, leading to an intuitive constraints’ semantics.

e We investigate the complexity of CAs and SAs for CAFs
under the most well-known semantics, showing that it re-
mains the same as for AFs in most cases.

e We introduce WAFs and propose two criteria for inter-
preting weak constraints, under any argumentation se-
mantics S: maximal-set (msS) and maximum-cardinality
(mcS) according to which the best/optimal S-extensions
are those satisfying a maximal set, or a maximum num-
ber, of weak constraints, respectively.

e We investigate the complexity of CAs and SAs for
WAFs, showing that differently from strong constraints
the introduction of weak constraints typically increases
the complexity of one level in the polynomial hierarchy.

e Moreover, we investigate restricted forms of WAFs, that
is, Linearly WAFs (LWAFs) where constraints are linearly
ordered, for which the complexity of CAs and SAs gen-
erally decreases, though it is higher than that of CAFs.

o Finally, we investigate the case of NCAFs and NWAFs,
that is, CAFs and WAFs, respectively, where constraints
are expressed by negative constraints (i.e., denials con-
straints whose body is a conjunction of literals, used in
several contexts such as databases and logic program-
ming) and show that the complexity of CAgs for the pre-
ferred semantics decreases.

Preliminaries

In this section, we briefly review Dung’s framework and
some basic notions about computational complexity.

Argumentation Frameworks

An abstract Argumentation Framework (AF) is a pair
(A, R), where A is a set of arguments and R C A x A
is a set of attacks. If (a,b) € R then we say that a attacks b.
Given an AF A = (A, R) and a set S C A of argu-
ments, an argument a € A is said to be i) defeated w.rt. S
iff 3b € S such that (b,a) € R, and ii) acceptable w.r.t.
S iff for every argument b € A with (b,a) € R, there is
¢ € S such that (¢, b) € R. The sets of defeated and accept-
able arguments w.r.t. S are defined as follows (where A is
understood):
eDef(S)={ac A|TFbeS.(bja) eR};
o Acc(S)={ac A|Vbe A.(b,a) € RVbe Def(S)}.
Given an AF (A, R), aset S C.A of arguments is said to be:
e conflict-free iff S N Def(S) = 0;
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e admissible iff it is conflict-free and S C Ace(S).

Different argumentation semantics have been proposed
to characterize collectively acceptable sets of arguments,
called extensions (Dung 1995; Caminada 2006b). Every ex-
tension is an admissible set satisfying additional conditions.
Specifically, the complete, preferred, stable, semi-stable, and
grounded extensions of an AF are defined as follows.

Given an AF (A, R), aset S C A is an extension called:

e complete (co) iff it is an admissible set and S = Acc(S);

e preferred (pr) iff it is a maximal (w.r.t. C) complete ex-
tension;

e stable (st) iff it is a total preferred extension, i.e. a pre-
ferred extension such that S U Def(S) = A;

e semi-stable (sst) iff it is a preferred extension such that
S U Def(S) is maximal;

e grounded (gr) iff it is the smallest (w.r.t. C) complete
extension.

It is well-known that the set of complete extensions forms
a complete semilattice with respect to set inclusion. Ar-
guments occurring in an extension are said to be accepted,
whereas arguments attacked by accepted arguments are said
to be rejected; remaining arguments are said to be undecided
(w.r.t. the considered extension). Argumentation semantics
can be also defined in terms of labelling (Caminada 2006a;
Baroni, Caminada, and Giacomin 2011). A labelling for an
AF (A, R) is a total function L : A — {IN, OUT, UNDEC}
assigning to each argument a label. L(a) = IN (resp., OUT,
UNDEC) means that argument a is accepted (resp., rejected,
undecided). Thus, (complete) extensions can be also denoted
as triples of sets of arguments containing accepted, rejected,
and undecided arguments, respectively, as shown below.

Example 4. Let A = (A, R) be an AF where A = {a,b, c}
and R = {(a,b), (b,a), (b,c), (c,c)}. AF A has three com-
plete extensions: £y = 0, B2 = {a}, E5 = {b}, whose cor-
responding complete labellings are L; = (0,0, {a,b,c}),
Ly = {{a},{b},{c}), and Ly = ({b},{a,c}, D). More-
over, the set of preferred extensions is {Fs, E5}, whereas
the set of stable (and semi-stable) extensions is { F3}, and
the grounded extension is Ej. a

Given an AF-based framework A (e.g., AF, CAF, WAF),
an argument a, and an argumentation semantics S € {co,
pr, st, sst, gr},

e the credulous acceptance problem, denoted as CAg, is the
problem of deciding whether argument a is credulously
accepted, that is, deciding whether a belongs to at least
an S-extension of A.

o the skeptical acceptance problem, denoted as SAg, is the
problem of deciding whether argument « is skeptically ac-
cepted, that is, deciding whether a belongs to every S-
extension of A.

Clearly, for the grounded semantics, which admits exactly
one extension, these problems become identical.



Complexity Classes. We recall here the main complexity
classes used in the paper and, in particular, the definition of
the classes =7, I and AL, with k > 0 (see e.g. (Papadim-
itriou 1994)):

« NP _TIP = AP = P,
o XF = NPand II¥ = coNP;
. Af:PEkP—l, EkP:NszPfl, and TTE =coXt’, vk > 0.

Thus, P€ (resp., NP®) denotes the class of problems that
can be solved in polynomial time using an oracle in the class
C by a deterministic (resp., non-deterministic) Turing ma-
chine. The class A [log n] denotes the subclass of A con-
taining the problems that can be solved in polynomial time
by a deterministic Turing machine by performing a number
of calls bounded by O(log n) to an oracle in the class X ;.
It is known that:

o X3P C AL llogn] c A, C ©F | € PSPACE and

o I C A, [logn] C Ay, CII,, € PSPACE.

For AFs, the complexity of the credulous and skeptical ac-
ceptance problems has been investigated in (Dung 1995) for
the grounded semantics, in (Dimopoulos and Torres 1996)
for the stable semantics, in (Dimopoulos and Torres 1996;
Dunne and Bench-Capon 2002) for the preferred semantics,
and in (Dunne and Caminada 2008; Dvorak and Woltran
2010) for the semi-stable semantics. The results for AFs are
summarized in the second and third column of Table 1.

Constrained Argumentation Frameworks

We briefly review the Constrained Argumentation Frame-
work (CAF) introduced in (Coste-Marquis, Devred, and
Marquis 2006) and further investigated in (Arieli 2015).

We assume that, given a set of propositional symbols .5,
Ls denotes the propositional language defined in the usual
inductive way from S using the built-in constants £, u, and
t denoting the truth values false, undef (undefined), and
true, and the connectives A, V, =, = and <.

Definition 1 (CAF). A Constrained Argumentation Frame-
work (CAF) is a triple Q = (A, R,C) where (A, R) is an
AF and C is a set of propositional formulae built from L 4.

CAF Semantics

Given an AF (A, R) and a set S C A, the truth value of
an argument a € A w.r.t. S is denoted by Jg(a), or simply
¥(a) whenever S is understood, and is defined as follows:

true ifa€sS
Y(a) = { false if 3be Ss.t. (ba) ER
undef otherwise

Observe that, for a given extension E whose correspond-
ing labelling is L, ¥ (a) is true (resp., false, undef) iff
L(a) = IN (resp., OUT, UNDEC).

Assuming that —-undef = undef, and the ordering on
truth values false < undef < true, using the clas-
sical Kleene’s 3-valued logic we have that J(p A ¢) =

min(9(e), 9(¢)), Hp V) = max(d(p), (¢)), ¥(-a) =
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—%a) and V(e < ¢) = P = ) NI Y = @). Itis
important to note that, regarding the operator =, there is no
convergence on its semantics in CAFs. In the following we
discuss the proposals of (Coste-Marquis, Devred, and Mar-
quis 2006) and (Arieli 2015); the former relying on classical
2-valued semantics, the latter relying on 3-valued semantics.
With a little abuse of notation, in the rest of this section, we
use the same symbol 9 to denote the truth value of an argu-
ment even under different CAF semantics.

Coste-Marquis et al. Semantics The semantics proposed
in (Coste-Marquis, Devred, and Marquis 2006) is based on
the concept of completion of extensions. For any set of ar-
guments S C A, the completion of S is S =SuU {—a |
a € A\ S}. Then, we say that S satisfies C if and only if
Sis a (2-valued) model of C, denoted as S E C, that is,

g (/\vec <p) = true.

Definition 2 (C-admissible set). Given a CAF
(A, R,C) and a set S C A, S is a C-admissible set for
Q if and only if S is admissible for (A, R) and satisfies C.

A constrained argumentation framework Q = (A, R,C)
is consistent when it has a C-admissible set for (2.

Definition 3 (Preferred/Stable C-extension). Let €
(A, R,C) be a CAF. A C-admissible set E C A for Q) is

e a preferred C-extension of L if and only if }# E' C A such
that E C E' and E' is C-admissible for §);

e a stable C extension if and only if it is a total preferred
C-extension.

A drawback of the semantics proposed in (Coste-Marquis,
Devred, and Marquis 2006) is that in checking whether an
extension [F satisfies a set of constraints it does not distin-
guish between false and undefined arguments. Thus, a con-
straint of the form a A—a = f is always satisfied, even when
Yg(a) = undef. Indeed, the completion of E converts un-
defined truth values to negated truth values (e.g. assuming
an extension E = () stating that a is undefined, £ = {-a})

and then the 2-valued semantics is applied w.r.t. E.
Arieli Semantics. The semantics proposed in (Arieli
2015) assumes the standard 3-valued Kleene’s semantics for

the connectives A, V and —, whereas for = it assumes the
Slupecki’s interpretation which is defined as follows:

if ¥(p) € {false,undef}
otherwise

true

V()

A natural requirement for constraints applied to argumen-
tation frameworks is that they should have admissible inter-
pretations: the constraints themselves should not be contra-
dictory and every argument that is satisfied by their models
should not be exposed to undefended attacks.

Definition 4 (Admissible constraint). Ler A = (A, R) be an
AEF. A set of formulae C in L 4 is called admissible (for \) if
it has a 3-valued model which is an admissible set of A.

o= ) ={

Assuming that constraints are in £ 4 and they are admis-
sible, extensions for a CAF are defined as follows.



&) ) )

f u t f u t f u t
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Lukasiewicz Slupecki Kleene

Figure 2: Semantics of the implication operator ¢ = 1)

Definition 5 (S-extension of a CAF). Let Q = (A, R,C) be
a CAF and let S be a semantics for (A, R). Then E C A is
an S-extension of Q) if it is an S-extension of (A, R) and is
a 3-valued model of C.

The main difference between the two CAF semantics re-
viewed in this section is as follows. In (Coste-Marquis, De-
vred, and Marquis 2006) the interpretations are determined
by completion semantics and satisfiability of constraints is
evaluated with respect to two-valued semantics. It follows,
e.g., that a constraint of the form t = a V —a is useless
according to (Coste-Marquis, Devred, and Marquis 2006)
(since it is always satisfied). In contrast, in the Arieli’s 3-
valued semantics this constraint indicates that argument a
cannot have a neutral, undefined, status. The use of 3-valued
semantics allows us to distinguish between different condi-
tions on arguments. For instance, the constraint t = —a
means that a should be rejected, while the constraint a = £
is a somewhat weaker demand: a should not be accepted,
and so its status may be undecided.

A drawback of Arieli’s semantics, due to the assumption
of the Slupecki’s logic for interpreting the implication opera-
tor, is that it does not distinguish two constraints of the form
¢ = f and ¢ = u, though it distinguishes two constraints
of the form t = p andu = .

Revisiting the CAF Semantics

In order to avoid the problems discussed in the above sec-
tion, we consider a simpler yet sufficiently general form of
constraints and the classical interpretation of Lukasiewicz’s
logic for the implication operator. The tables in Figure 2 re-
port three different semantics for the implication operator.

Let £, be the propositional language defined from A and
the connectives A, V, -, where A is a set of arguments.

Definition 6 ((Strong) constraint). A (strong) constraint is
a formula of one of the following forms: (i) ¢ = v, or
(i1) v = @, where ¢ is a propositional formula in L', and
v € {£,u,t}. A constraint is said boolean when v € {f, t}.
A boolean constraint of the form ¢ = f where @ is a
conjunction containing arguments or negated arguments is
called denial (or negative) constraint.

We consider a less general form of constraints than that
of Coste-Marquis et al. and Arieli (e.g. we do not deal with
constraints with multiple implications); despite that, the ex-
pressive power of WAFs turns out to increase at least one
level of the polynomial hierarchy w.r.t. that of AFs.

In our context, checking whether a constraint is satis-
fied (under the Lukasiewicz’logic) is equivalent to check
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whether the truth value of the head is greater than or equal
to the truth value of the body.

In the following, we assume that C is a set of satisfiable
constraints built from £, as defined in Definition 6.

Observe that Kleene’s logic interprets ¢ = ¥ as —p V
1, whereas Lucasiewicz’logic interprets the implication as
VYV (p = 1), i.e. the implication is satisfied when-
ever the truth value of the head is greater or equal than the
truth value of the body. For boolean constraints Kleene and
Lucasiewicz semantics coincide. A nice property of both
Lucasiewicz and Kleene interpretations is that literals can
be moved from the head to the body (after negating them),
and vice versa, analogously to the case of 2-valued seman-
tics. For formulae defining constraints we believe that Lu-
casiewicz interpretation is more appropriate as, for instance,
it allows to distinguish ¢ = f from ¢ = u, and avoids
problems existing in other interpretations (Avron 1991).

Example 5. The constraint a A b A ¢ = £ states that at
least one of the arguments a, b and ¢ must be false, whereas
a Ab A ¢ = u states that a, b and ¢ cannot be all true. d

Clearly, constraints of the forms f = ¢ and ¢ = t are
useless because always satisfied. Regarding the stable se-
mantics, which is 2-valued, only the symbols f and t can be
used and all interpretation of the implication operator coin-
cide with the classical 2-valued interpretation.

Definition 7 ((Revised) CAF semantics). Given a CAF ) =
(A, R,C) where C contains constraints built from L', a set
of arguments S C A is a complete (resp., grounded, pre-
ferred, stable, semi-stable) extension for Q if S is a com-

plete (resp., grounded, preferred, stable, semi-stable) exten-
sion for (A, R) and S = C.

Note that, given a CAF Q = (A, R,C), if we consider
the corresponding AF A = (A4, R), then the set of complete
extensions of A that satisfy C does not always form a com-
plete meet-semilattice. This is an important difference be-
tween CAFs and AFs, and it also holds for the CAF seman-
tics reviewed in the previous section. Roughly speaking, the
constraints break the lattice by marking as unfeasible some
extensions. As a consequence, even the grounded extension
is not guaranteed to exists, as shown below.

Example 6. Consider the CAF Q {{a,b,c}, {(a,b),
(b,a), (b,c),(c,0)}, {t = a A b}) derived from the AF
A of Example 4 by adding a strong constraint. As shown in
Example 4, AF A has three complete extensions/labellings,
Ey =0, By = {a} and E5 = {b}, but all extensions (resp.,
labellings) do not satisfy the constraint stating that both a
and b must belong to them (resp., must be IN). Thus {2 has
no complete extensions, and thus no grounded extension. O

Complexity of Credulous and Skeptical Acceptance

Although the presence of constraints in CAFs break the
meet-semilattice of complete extensions, reasoning under
the grounded semantics remains tractable.

Proposition 1. The complexity of checking whether a CAF
admits a grounded extension is in P.

Therefore, since if a grounded extension for a CAF exists
then it is unique, computing the credulous (or, equivalently,



the skeptical) acceptance of an argument under the grounded
semantics is still polynomial.

However, the credulous and skeptical acceptance of an
argument w.r.t a CAF (A, R,C) may differ from that of
the associated AF (A, R), independently of the semantics
adopted, as shown in the following example.

Example 7. Continuing from Example 6, there are no ar-
guments in the CAF that are credulously accepted under the
complete semantics. In contrast, for the AF of Example 4,
a (and also b) is credulously accepted under the complete,
preferred and stable semantics, whereas b is skeptically ac-
cepted under the semi-stable semantics. O

The fact that the grounded extension may not exist for
CAFs impacts on the complexity of the skeptical acceptance
problem under complete semantics, which cannot be longer
decided by simply looking at the grounded extension as for
the case of AFs (where an argument is skeptically accepted
under complete semantics if and only if it is in the grounded
extension). Similarly, credulous acceptance under preferred
semantics for CAFs can no longer be decided by check-
ing credulous acceptance under complete semantics. In all
the other cases we can show that the complexity of credu-
lous and skeptical reasoning for CAFs and AFs coincides,
as stated in the following theorem.

Theorem 1. For any CAF (A, R,C), the problem

o CAs is: (i) NP-complete for any semantics S €
{co,st}, (i1) NP-hard and in ¥ for S = pr, and (iii)
YF-complete for S = sst.

o SAs is: (i) coNP-complete for S € {co,st}, and (ii)
114 -complete for S € {pr, sst}.

Weak Constrained AFs

In this section, we introduce a generalization of CAFs where
weak constraints are also considered. Differently from the
strong constraints discussed in the previous section, weak
constraints are propositional formulae that should be satis-
fied if possible. Specifically, weak constraints are logical for-
mulae of the form ¢ — v (or, equivalently, v — ), where ¢
is a propositional formula built using the symbols of a given
set A and the connectives A, V and —. Herein, — denotes
the logical implication connective. Observe that we use the
symbol — (instead of =) to have different syntaxes for weak
and strong constraints.

Definition 8. (Weak constrained AF) A Weak constrained
Argumentation Framework (WAF) is a tuple Y
(A, R,C, W), where (A, R,C) is a CAF and W is a set of
weak constraints built from L',.

The semantics of a WAF is defined by considering two
possible criteria for selecting the preferable extensions w.r.t.
weak constraints—only weak constraints are considered
when selecting the preferable extensions since strong con-
straints must be all satisfied. The two criteria considered
for assessing to which extent an extension satisfies a set
of weak constraints are: (i) maximal set criterion, consid-
ering as preferable (or “best”) extensions the ones that sat-
isfy a maximal set of weak constraints, and (ii) maximum-
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cardinality criterion, considering as preferable (or “opti-
mal”’) extensions the ones that satisfy a maximal number of
weak constraints. Clearly, the selection of preferable exten-
sions make sense only for semantics admitting multiple ex-
tensions, that is, complete, preferred, stable, and semi-stable
semantics. Thus, in the following, whenever we consider a
generic semantics S, we refer to S € {co, pr, st, sst}.

In the next subsections, after formally defining the mean-
ing of a WAF under the maximal-set and maximum-
cardinality semantics, we investigate the complexity of cred-
ulous and skeptical reasoning in the new framework.

Maximal-Set Semantics for WAF's
A WAF using the maximal-set criterion is defined as follows.

Definition 9 (Maximal-Set Semantics). Given a WAF { =
(A, R,C, W), an S-extension E for (A, R,C) is a maximal-
set S-extension (msS-extension) for Y if, let Wg C W be
the set of weak constraints that are satisfied by E (that is,
E = Wg), there is no S-extension F for (A, R,C) and
Wr C W such that F |= Wg and Wg C Wg.

Given a semantics S, msS denotes the maximal-set ver-
sion of S (e.g. msco denotes the ms complete semantics).

Example 8. Consider the WAF T = (A, R,C,W) with
A= {CL, b, c, d}? R = {(a7 b)a (b7 CL), (C7 d)7 (dv C)}a C=10
and W = {wy = ¢ = £, wg = a V -a — u} stating that
c should preferably be false (w;) and a should preferably be
undefined (ws).

(A, R, C) has 9 complete extensions:

Eo = {}, E1 = {a}, B> = {b}, E3 = {c}, B4 = {d},
Es ={a,c}, Es = {a,d}, E; = {b,c} and Eg = {b,d}.

In particular, Ey is the grounded extension, whereas
FEs, FEg, E7, Eg are preferred, stable, and semi-stable exten-
sions of (4, R,C). These are also extensions of AF (A4, R),
since C = ().

Regarding the satisfaction of weak constraints, we have
that EO ’: {U}Q}, E4 }Z {’U)l,’wg}, EG ': {wl}, and Eg ':
{w1 }, whereas the other complete extensions do not satisfy
any constraint. Therefore, the maximal-set preferred (stable,
semi-stable) extensions are Fg and Eg, whereas there is only
one maximal-set complete extension, which is Fj. O

Intuitively, given an S-extension, checking satisfaction of
a maximal-set of weak constraints means ensuring that no
any other S-extension is better according to that criterion.
This is an additional source of complexity that makes, in
most cases, credulous and skeptical reasoning in WAFs one
level higher in the polynomial-time hierarchy than CAFs.

Theorem 2. For any WAF (A, R,C, W), the problem

o CApes is: (i) XL-complete for any semantics S €
{co,st}, (ii) X&' -hard and in XX for S = pr, and (iii)
YF_complete for S = sst.

o SApss is: (i) IIE -complete for S € {co,st}, and (ii)
1L -complete for S € {pr, sst}.

Maximum-Cardinality Semantics

Maximum-cardinality semantics for WAFs prescribes as
preferable extensions those satisfying the highest number of



weak constraints. This is similar to the semantics of weak
constraints in DLV (Alviano et al. 2017) where, in addition,
each constraint has assigned a weight.

Definition 10 (Maximum-Cardinality Semantics). Given a
WAF Y = (A, R,C, W), an S-extension E for (A, R,C) is
a maximum-cardinality S-extension (mcS-extension) for Y
if, let Wg C W be the set of weak constraints in W that are
satisfied by E, there is no S-extension F for (A, R,C) and
Wr C W such that F' = Wrg and |\Wg| < [Wg|.

Example 9. Consider the WAF Y = (4, R,C, W) with
A= {a,b.ch, R = {(a,b), (b,a), (b,), (¢, )}, C = 0 and

={w; =t = a, ws =t — b,ws = ¢ — £} stating
that it is desirable that « is true, b is true, and c is false.

(A, R,C) has three complete extensions: £y = {}, E2 =
{a}, and E5 = {b}, whose corresponding labellings are
L, = <®v 0, {a,b,c}), Ly = ({a},{b},{c}), and Ls
({b},{a, c},0). Herein, E and E are the preferred exten-
sions of (A, R,C), whereas the unique stable (and semi-
stable) extension is F’3. Regarding the satisfactions of weak
constraints we have that £, =W,y =0, E2 =W, = {w; },
and E5 = W3 = {wa, ws}. Therefore, the only maximum-
cardinality preferred extension of Y is F3 (as [Ws| =2 >
[W1|=1 > [Wy|=0). Note that, according to the maximal-
set semantics, both E5 and E'3 are maximal-set preferred ex-
tensions. Regarding the stable (and semi-stable) semantics,
as there is only one extension, F'3 is both a maximal-set and
a maximum-cardinality extension. O

It turns out that, under standard complexity assumptions,
computing credulous and skeptical acceptance in WAFs
under maximum-cardinality semantics is easier than using
maximal-set semantics. Roughly speaking, this follows from
the fact that a binary search strategy can be used for deciding
whether the cardinality of a set of constraints satisfied by an
S-extension containing a given argument is maximum.

Theorem 3. For any WAF (A, R,C, W) with |W| = n, the
problems CAycs and SAy.s are:

- Al [log n]-complete for any semantics S € {co,st},
- AP [log n]-complete for S € {pr, sst}.

Stratified Weak Constrained AFs

In this section we consider WAFs where weak constraints
define a partial order. The partial order on the set W of
weak constraints is defined by partitioning WV into strata
Wi, ..., W, (withn > 1) so that weak constraints in a stra-
tum ¢ have higher priority than those in a stratum j > 1.

Definition 11. (Stratified WAF) A Stratified Weak con-
strained Argumentation Framework (SWAF) is a tuple
(A, R,C, W) where (A, R,C) is a CAF and W is a list of
sets of weak constraints (W4, . .., Wh,) built from L.

Note that whenever n = 1 we have a unique stratum and,
then, SWAFs coincide with standard WAFs, which in turns
implies that the complexity of SWAFs coincides with that of
WAFs in the worst case.

Regarding the semantics of a SWAF (A4, R,C, W), the un-
derlying idea is that weak constraints are applied one stra-
tum at a time. Therefore, given a set S of S-extensions
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of (A, R,C), the best/optimal S-extensions are obtained by
first computing the set .S; C S which are best/optimal solu-
tions w.r.t. Wy, then the set S5 C S of S-extensions which
are best/optimal solutions w.r.t. s is selected, and so on.
Definition 12 (SWAF Semantics). Let T (A, R,C,
(Wr,...,W,)) be a SWAF and S a semantics. An S-
extension E for (A, R,C) is an msS-extension (mcS-
extension) for T if:

e n = 1 and E is an msS-extension (resp., mcS-extension)
for <"4? R7 Cv W1>;

e n > 1, FE is an msS-extension (resp., mcS-extension) for
(A, R,C, Wi, ... W,_1)) and E satisfies a maximal set
of constraints in W, (resp., the maximum number of con-
straints in W,,).

Example 10. Consider the SWAF derived from the AF A

of Example 1 by adding the following list of sets of weak

constraints ({a AbAc — £}, {t — a}, {t — b}, {t —

c}). Since each stratum contains only one weak constraint,

maximal-set and maximum-cardinality semantics give the

same result. The weak constraints are applied one (set) at a

time to discard extensions. After applying the first constraint

the extension containing a, b and c is discarded. At the sec-
ond step only extensions containing a are selected from the
ones selected at the first step. At the third step only the ex-
tension containing a and b is selected. Thus, the best/optimal

extension is the one containing exactly a and b.

Note that, assuming that weak constraints are not strati-
fied, we would have the three extensions {a, b}, {a,c} and
{b,c} under both maximal-set and maximum-cardinality
preferred and stable semantics i

A particular form of SWAFs are the ones used in the above
example, where every stratum is a singleton, meaning that
weak constraints define a total order.

Definition 13 (LWAF). A SWAF (A, R,C, (Wi, ..., W,)) is
said to be a linearly ordered if every W; (1 < ¢ < n) con-
tains only one weak constraint.

Observe that for linearly ordered SWAFs, CAyss
CApes and SApss = SApcs. Thus, for this class of con-
strained AFs, we simply use the notations CAs and SAs.

Theorem 4. For any linearly ordered SWAF (A, R,C,
(Wha, ..., Wy)), the problems CAs and SAs are:

- AP -complete for any semantics S € {co, st},

- AP -complete for S € {pr,sst}.

CAFs and WAFs with Denial Constraints

In several contexts (e.g. database, logic programming,
inconsistent knowledge management) constraints are ex-
pressed by denial constraints. In this section we investigate
credulous and skeptical acceptance when constraints are ex-
pressed by negative constraints only. In the following, with
the acronym NCAF (resp., NWAF) we denote any CAF
(resp., WAF) where weak and strong constraints are defined
by denials.

Example 11. The WAF of Example 3 is an NWAF, since the
constraints in C are denials and those in W can be equiva-
lently written as the denials —a = £, =b = £, -¢ = £, and
—d = £. Moreover, if W = () then we obtain an NCAF. O



The following theorem shows that, if only denial con-
straints are used, the complexity of credulous acceptance un-
der preferred semantics does not increase for NCAFs w.r.t.
AFs; moreover, the complexity of skeptical acceptance for
NCAFs does not change w.r.t CAFs.

Theorem 5. For any NCAF (A, R,C), the problem

e CAs is: (i) NP-complete for any semantics S €
{co, st,pr}, and (ii) X -complete for S = sst.

e SAg is: (i) coNP-complete for S € {co,st}, and (ii)
1L -complete for S € {pr, sst}.
As stated next, the introduction of weak denial constraints

increases the complexity of one level in the polynomial hi-
erarchy w.r.t. that of NCAFs, for each semantics.

Theorem 6. For any NWAF (A, R,C, W), the problem

o CAnes is: (i) X¥-complete for any semantics S €
{co, st,pr}, and (ii) X -complete for S = sst.

o SApss is: (i) I -complete for S € {co,st}, and (ii)
1L -complete for S € {pr, sst}.

Related Work

Besides being related to the proposals for CAFs in (Coste-
Marquis, Devred, and Marquis 2006; Arieli 2015), that we
discussed in the paper, our work is also related to the ap-
proach in (Booth et al. 2013) that provides a method for gen-
erating non-empty conflict-free extensions for CAFs. Con-
straints have been also used in the context of dynamic AFs to
refer to the enforcement of some change (Doutre and Mailly
2018). In this context, extension enforcement aims at mod-
ifying an AF to ensure that a given set of arguments be-
comes (part of) an extension for the chosen semantics (Bau-
mann and Brewka 2010; Baumann 2012; Coste-Marquis
et al. 2015; Wallner, Niskanen, and Jarvisalo 2017; Niska-
nen, Wallner, and Jarvisalo 2018). This is different from our
approach where integrity constrains are used to discard un-
feasible solutions (extensions), without enforcing that a new
set of arguments becomes an extension.

Weak constraints allow for selecting “best” or “optimal”
extensions satisfying some conditions on arguments, if pos-
sible. This can be viewed as expressing a kind of preference
over the set of extensions. Dung’s framework has been ex-
tended in several ways for allowing preferences over argu-
ments (Amgoud and Cayrol 2002; Kaci and van der Torre
2008; Modgil 2009; Amgoud and Vesic 2011). In particu-
lar, preferences relying to so-called critical attacks, i.e., at-
tacks from a less preferred argument to a more preferred one,
can be handled by removing or invalidating such attacks or
by “inverting” them (Amgoud and Vesic 2014). Such kind
of preferences can be encoded into AFs, possible through
reductions relying on additional (meta)-arguments and at-
tacks (Kaci, van der Torre, and Villata 2018). Thus these
preferences do not increase expressiveness of AFs from a
computational standpoint.

Preferences can be also expressed in value-based
AFs (Bench-Capon 2003; Dunne and Bench-Capon 2004),
where each argument is associated with a numeric value,
and a set of possible orders (preferences) among the val-
ues is defined. In (Dunne et al. 2011) weights are associated
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with attacks, and new semantics extending the classical ones
on the basis of a given numerical threshold are proposed.
(Coste-Marquis et al. 2012) extends (Dunne et al. 2011) by
considering other aggregation functions over weights apart
from sum. Except for weighted solutions under grounded se-
mantics (that prescribes more than one weighted solution),
the complexity of credulous and skeptical reasoning in the
above-considered AF-based frameworks is lower than that
of WAFs, which suggests that WAFs are more expressive
and can be used to model those frameworks (we plan to for-
mally investigate these connections in future work).

Conclusions and Future Work

We have introduced a general argumentation framework
where both strong and weak constraints can be easily ex-
pressed. Our complexity analysis shows how the several
forms of constrains (including restricted forms, e.g. denials)
impact on the complexity of credulous and skeptical reason-
ing. It turns out that constraints, especially weak ones, gen-
erally increase the expressivity of AFs. In fact, WAFs allow
us to model optimization problems such as for instance Min
Coloring and Maximum Satisfiability, where some kind of
preferences (e.g. use the minimum number of colors) are
expressed on solutions. This is not possible for AFs/CAFs
whose expressivity is lower than that of WAFs (AFs/CAFs
can capture simpler problems such as k-coloring and SAT).

We envisage implementations of the proposed WAF se-
mantics by exploiting ASP-based systems and analogies
with logic programs with weak constraints (Buccafurri,
Leone, and Rullo 2000; Greco 1998) (the relationship be-
tween the semantics of some frameworks extending AF and
that of logic programs has been recently investigated in (Al-
fano et al. 2020c,d)). For WAFs, DLV system (Alviano et al.
2017) could be used for computing maximum-cardinality
stable semantics.

Future work will be also devoted to considering more gen-
eral forms of constraints, not only using variables ranging
on the sets of arguments, but also constraints allowing to
express conditions on aggregates (e.g., at least n arguments
from a given set S should be accepted/rejected). The ba-
sic idea of adding weak constraints could be also applicable
for structured argumentation formalisms (Bondarenko et al.
1997; Garcia, Prakken, and Simari 2020).

Finally, given the inherent nature of argumentation and
the typical high computational complexity of most of the
reasoning tasks (Alfano et al. 2020a), there have been sev-
eral recent efforts toward the investigation of incremental
techniques that use AF solutions (e.g. extensions, skeptical
acceptance) at time ¢ to recompute updated solutions at time
t 4 1 after that an update (e.g. adding/ removing an attack)
is performed (Greco and Parisi 2016a,b; Alfano, Greco,
and Parisi 2017, 2019; Alfano and Greco 2021; Doutre and
Mailly 2018). These approaches have been extended to ar-
gumentation frameworks more general than AFs (Alfano,
Greco, and Parisi 2020; Alfano et al. 2020b, 2018a,b). Fol-
lowing this line of research, we plan to investigate incremen-
tal techniques for recomputing CAF and WAF semantics af-
ter performing updates consisting of changes to the AF com-
ponent or to the sets of strong and weak constraints.
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