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Abstract

Panoptic segmentation that unifies instance segmentation and
semantic segmentation has recently attracted increasing at-
tention. While most existing methods focus on designing
novel architectures, we steer toward a different perspective:
performing automated multi-loss adaptation (named Ada-
Segment) on the fly to flexibly adjust multiple training losses
over the course of training using a controller trained to cap-
ture the learning dynamics. This offers a few advantages: it
bypasses manual tuning of the sensitive loss combination, a
decisive factor for panoptic segmentation; it allows to explic-
itly model the learning dynamics, and reconcile the learn-
ing of multiple objectives (up to ten in our experiments);
with an end-to-end architecture, it generalizes to different
datasets without the need of re-tuning hyperparameters or re-
adjusting the training process laboriously. Our Ada-Segment
brings 2.7% panoptic quality (PQ) improvement on COCO
val split from the vanilla baseline, achieving the state-of-the-
art 48.5% PQ on COCO test-dev split and 32.9% PQ on
ADE20K dataset. The extensive ablation studies reveal the
ever-changing dynamics throughout the training process, ne-
cessitating the incorporation of an automated and adaptive
learning strategy as presented in this paper.

Introduction
Capitalized on advances from traditional semantic segmen-
tation and instance segmentation, the vision community re-
cently steps forward to resolve a more challenging task,
panoptic segmentation (Kirillov et al. 2018), which targets at
simultaneously segmenting both foreground instance things
(e.g., person, car and dog) and background semantic stuff
(e.g., sky, river and sea), achieving a more unified under-
standing of images. Hence, panoptic segmentation is usu-
ally formulated as a multi-objective problem for jointly op-
timizing for semantic and instance segmentation. To solve
this problem, many existing methods (Kirillov et al. 2019;
Xiong et al. 2019; Porzi et al. 2019; Chen et al. 2019) have
designed multi-branched network architectures, while each
branch mapping to an instance or semantic segmentation ob-
jective and resulted in many (up to ten in our experiments)
individual losses that need to be reconciled during training.
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Figure 1: Our Ada-Segment aims at automatically adjusting
the weights of multiple objectives in panoptic segmentation
during training for achieving the balanced learning dynam-
ics, in contrast to existing works that rely on carefully hand-
tuned weights after tediously re-training multiple times. It
adjusts the training loss every training epochs on the fly via
a weight controller within a single training procedure. Ada-
Segment can achieve remarkably better results than results
without loss tuning and also perform significant better than
other hyperparameter tuning methods.

Various network modules or fusing strategies (Kirillov
et al. 2019; Xiong et al. 2019; Liu et al. 2019; Lazarow et al.
2020) have been proposed to deal with the consistency of
learning or predictions from instance segmentation and se-
mantic segmentation branches. As reported in many litera-
tures (Kirillov et al. 2019; Xiong et al. 2019), the perfor-
mance of a panoptic segmentation architecture exhibits ex-
treme sensitivity and variability

with respect to the multi-objective loss weights. There-
fore, previous works relied on exhaustive hyper-parameter
search over such weights. For example, Panoptic FPN (Kir-
illov et al. 2019) uses a grid search to find better loss weights
on two datasets; UPSNet (Xiong et al. 2019) carefully in-
vestigates the weighting scheme of loss functions. In our ex-
periments, different loss weights may yield 2% performance
difference (measured in PQ). It is thus hard to disentangle
the advantages of an improved method from a better hyper-
parameter setting.

Moreover, previous works only apply static loss weights
throughout the training, skipping chances for the appropri-
ate adaptation to the dynamically-varying convergence be-
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haviors, as observed in our experiments. Finally, hand-tuned
loss weights, whenever changing to a different dataset, must
be carefully re-tuned, prohibiting the generalization across
different data distributions.

To address these limitations, we present Ada-Segement,
an efficient automated multi-loss adaptation framework to
dynamically adjust the loss weight with respect to each
sub-objective, seeking an improved optimization schedule
during training. In Figure 1, Ada-Segment introduces an
end-to-end weight controller to automatically generate loss
weights to adjust model’s training loss. Departing from fix-
ing a group of static weights during training, Ada-Segment
adjusts the loss weights based on the training conditions
with the weight controller. Specifically, the weight controller
is firstly trained with several models training in parallel.
It gathers training information from all models after a few
training iterations (e.g., an epoch) and produces new weights
for training. Besides, we find the trained controller is of the
capability to capture the ever-changing training dynamics so
that we can directly re-use it to automatically adjust train-
ing loss when training models on different datasets, training
schedules and backbone networks.

Our main contributions are summarized as follows: (1)
We propose Ada-Segment as a framework to automati-
cally balance the multiple objectives in panotpic segmen-
tation, bypassing tedious manual tuning of loss combina-
tion weights. (2) We introduce a novel weight controller
within the multi-loss adaptation strategy that can capture the
learning dynamics to adjust the loss weights during train-
ing, which is of the capability to transfer between differ-
ent backbone network, training schedule and datasets. 3)
We empirically demonstrate the significance of the conver-
gence dynamics in panoptic segmentation model training.
(4) Ada-Segment significantly outperforms previous state-
of-the-art methods on COCO test-dev dataset with 48.5%
PQ and ADE20K with 32.9% PQ, and brings 2.7% panoptic
quality (PQ) improvement on COCO val split. Extensive ab-
lation studies verify the importance of automated multi-loss
adaptation and the generalizability of the framework.

Related Work
Panoptic Segmentation. The recently proposed panoptic
segmentation task (Kirillov et al. 2018) departs from tra-
ditional multi-task problem (Tu et al. 2005; Farhadi et al.
2009) by introducing a unified task with meticulously de-
signed task metrics, which requires algorithms to output uni-
fied results in a single model. Several works (Kirillov et al.
2019; Porzi et al. 2019) approach this problem via combin-
ing well-developed instance segmentation models (He et al.
2017) with a semantic segmentation decoder, and fusing the
results together (Liu et al. 2019; Kirillov et al. 2019; Porzi
et al. 2019). Besides, some works improve the interaction
between sub-tasks through reasoning modules (Wu et al.
2020a), attention mechanisms (Chen et al. 2020; Li et al.
2019b), unified head (Xiong et al. 2019), automated neu-
ral architecture search (Wu et al. 2020b) or even deploy a
bottom-up approach (Cheng et al. 2019). However, none of
them have developed an effective or automated way to al-
leviate the imbalance caused by multiple subtasks; Instead,

they spend a numerous amount of time trying to adjust the
loss weights by hand. In this work, we aim at tackling this
problem with an automated adaptation strategy.
Multi-objective Learning. Panoptic Segmentation is a uni-
fied computer vision task derived from multi-objective
learning. However, when lacking systematic treatments, us-
ing a single model to handle multiple tasks may down-
grade the performance (Kokkinos 2017) of the target
task. Some optimization technics are proposed by previous
works (Kendall et al. 2018; Chen et al. 2017), however, they
are still unstable and even lead to divergence. Accordingly,
for panotpic segmentation, some works (Xiong et al. 2019;
Kirillov et al. 2019; Liu et al. 2019) try to manually find
weights to adjust the training process and balance among
subtasks, expecting to get higher performance, which, how-
ever, is time-intensive and cannot generalize across datasets
– a problem that this paper tries to address.
Adaptive Learning. Adaptive learning is a widely re-
searched topic. Curriculum Learning (Bengio et al. 2009;
Lin et al. 2018; Ren et al. 2018) proposes to gradually
increase the difficulty of training samples during training.
Along this line, closest to ours is AutoLoss (Xu et al. 2018),
which uses reinforcement learning to learn update schedules
in alternate optimization problems.
Hyperparameter Tuning. Hyperparameter tuning is of a
long history (Feurer and Hutter 2019). Traditional sample-
based methods like grid or random search are computation-
ally costly. PBT (Jaderberg et al. 2017) partly relieves this
problem by tuning hyperparameters during training but can-
not achieve satisfactory results. Bayes Optimization-based
methods like GP-BO (Snoek et al. 2012) and SMAC (Hut-
ter et al. 2011) utilize Bayes Optimization to achieve bet-
ter tuning performance but are also computationally inef-
ficient. BOHB (Falkner et al. 2018) proposes a more effi-
cient BO-based method that combines Bayes Optimization
with Hyperband (Li et al. 2017) to accelerate to the search-
ing process. However, it is not applicable for searching hy-
perparameters dynamically. Gradient-based methods (Zeiler
2012; Baydin et al. 2017; Pedregosa 2016) benefit the tun-
ing of some hyperparameters like learning rate during train-
ing but are hard to generalize well to the scenario of multi-
objective weighting. RL-based methods like (Huang et al.
2019) designs specific search space for parameters within
classification and metric learning loss functions, which can-
not generalize to the scenario of multi-objective weighting;
AM-LFS (Li et al. 2019a) directly tunes specific hyperpa-
rameters with greedy strategy, which ignores the training
conditions and results in a sub-optimal solution.

Automated Online Multi-loss Adaptation
Overview
The common architectures (Kirillov et al. 2019; Xiong et al.
2019) tackle panoptic segmentation using a multi-objective
model with several additional losses (e.g., losses from box
head, segmentation head etc.). Given the loss vector l ∈ Rn
and their corresponding loss weight vector λ ∈ Rn where n
is the number of training losses, we define the weighted loss
of our panoptic segmentation framework as L =

∑n
i=1 λili.
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Figure 2: Illustration of the Automated Exploration and
Adaptation in our Ada-Segment framework. It views the
whole training process as a series of checkpoints ( T check-
points in total). The weight controller is trained interactively
with m models trained in parallel and evaluated at each
checkpoint.

As stated previously, multi-loss weighting is essential but
difficult in panotpic segmentation. Inspired by the adap-
tive learning and automated machine learning methods, the
goal of our automated multi-loss adaptation (named Ada-
Segment) framework is to automatically adjust λ during
training via a controller. As Figure 2 shows, the controller
is jointly trained withmmodels (i.e., panotpic segmentation
networks) {M1,M2, ...,Mm} training in parallel on a proxy
training dataset (training set in short). After that, it can be
used for controlling single model training at anytime.

Weight Controller
The weight controller is proposed to capture the training dy-
namics and automatically adjust loss weights during train-
ing. At the tth checkpoint, suppose the network produces
the loss vector lt, and we want to find a weight vector λt+1

to adjust the loss value so that the weighted loss can guide
the network towards better optimization. Directly determine
λ is impossible since we have no prior about it. However,
since we know that the weighted loss vector is formulated
as ηt = λt+1 � lt where � is the element-wise multipli-
cation. We introduce the weight controller to estimate the
weighted loss vector as the transformation of the current loss
vector as ηt = π(lt; θ),where θ is the learnable parameter in
the weight controller π. Therefore, we can obtain the weight
vector λt+1 by

λt+1 =
ηt

lt
=
π(lt; θ)

lt
. (1)

Weight Controller Optimization. In this work, we use
a policy network as the weight controller to predict the
estimated weighted loss based on the loss at each time
checkpoint. Since the loss weights directly determine the
training loss, it may get into a dilemma if we use train-
ing loss to optimize the policy network through back-
propagation. Some optimization technics are proposed by
previous works (Kendall et al. 2018; Chen et al. 2017),
however, they are still unstable and even lead to divergence
when directly using training gradients to optimize weights
on complex tasks like panoptic segmentation. Therefore, we

optimize the policy network towards the evaluation metric
(i.e., PQ in panoptic segmentation) via the validation set
through REINFORCE (Williams 1992).

State Space: During training, at any time checkpoint t,
the policy network takes the loss vector lt to represent the
optimization state of the model, and outputs the estimated
weighted loss ηt to calculate λt+1.

Action Space: Exploration is of great importance to find
improved solution via an action space design. We sample
loss weight candidates Λ̂t+1 = {λ̂

t+1

1 , λ̂
t+1

2 , ..., λ̂
t+1

m } to
train m models from a Normal distribution

λ̂
t+1
∼ N (λt+1, σ), (2)

in which λt+1 is uesd as the mean value and σ is the sam-
pling standard deviation.

Rewards: Reward function r(·) measures the quality of
the generated actions. Intuitively, after applying the actions,
we can use the models’ performances (PQ) as the policy re-
wards to guide the training of the policy network. We refer
this as the local reward function

rlocal(v
t) =

vt −mean(vt)

std(vt)
, (3)

which normalizes the validation performances vt ∈ Rm at
checkpoint t to zero mean and unit variance as rewards.

Furthermore, we include the relative improvement from
the previous checkpoint as the policy rewards:

rimp(v
t
imp) =

vtimp
std(vtimp)

, (4)

which calculates the normalized absolute improvement from
the previous checkpoint to introduce long-range influences
where vtimp = vt − vt−1best. This is non-trivial because only
using the differences between temporal samples would over-
look the training dynamics between checkpoints.

Therefore, the overall rewards are calculated as

r(vt) =
t

T
(rlocal(v

t) + rimp(v
t
imp)), (5)

where the scale factor t
T controls the magnitude of the over-

all reward according to the training process since the early
training stages are less important with more randomness.

Parameter Updates: Given the sample rewards, the pa-
rameter θ of the policy network π is updated by the gradients

∇θRt(θ) =
1

m

m∑
j=1

rtj(v
t)∇θ log s(λ̂

t+1

j ;
π(lt; θ)

lt
, σ), (6)

where s(·;µ, σ) is the probability density function of the
Normal distribution. It is worth noting that we only consider
the situation that all loss values are nonnegative, which is
the common scenario in panoptic segmentation. Therefore,
when sampling from the Normal distribution, samples con-
tain negative values would be given −1 as the reward di-
rectly to increase the training stability.
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Ada-Segment Algorithm

In this section, we introduce how the overall Ada-Segment
framework works in detail.
Initial State. Since the policy network requires training
losses as input. At the very beginning, one pseudo training
epoch is performed with all loss weights equal to 1 before
the exact training schedule to obtain the initial loss l1.
Policy Initilaization The initial policy is crucial for training
stability. All layers in the policy network are randomly ini-
tialized by the Normal distribution with mean value equal to
1/nc instead of 0 to avoid the loss weights to be non-positive
at the beginning (except the bias parameters is initialized to
0), where nc is the number of input channels of each layer.
Automated Exploration and Adaptation. In this phase, the
controller and m models are jointly trained as shown in Fig-
ure 2. Between two checkpoints, we train models in paral-
lel with separate loss weights generated by the weight con-
troller and track the training losses. At each checkpoint, we
evaluate all models on the validation set, obtaining the model
performances vt (i.e., PQ value on validation for panop-
tic segmentation) to calculate rewards following Equatin 5.
The policy network is updated by gradients descent via
Equation 6. To continue training, we broadcast the best-
performed model to all other models, thus we can use ltbest
as the training condition at each time checkpoint.
Policy Transfer. We can get the best-performed model
MT
best after the exploration phase. However, we take it a step

further and propose the policy transfer. Our framework, once
finished one exploration process, also produces the trained
controller that gives us the chance to re-use it at anytime,
saving the time and computational cost when the dataset or
training schedule changes.

Along with the training of the model, the policy network
is changing accordingly, causing the policy πT may favor
the latest training condition but partly forget former loss sit-
uations. Besides, earlier states of policy may suffer from the
under-fitting problem with few update iterations. Therefore,
to make full use of the controller, we proposed to combine
all states of the policy network during exploration phase i.e.,
π1 to πT , via a weighted policy ensemble strategy.

When training a model Mp for E epochs and adjusting
loss weights every training epoch, withE is not necessary to
be equal to T . By calculating the distance between a training
epoch e and corresponding update checkpoint t, we can as-
sign a weight to each policy state at different training epochs
controlled by a discount factor γ = 0.9. Therefore, we have

λe+1 =
1

Z

T∑
t

γ|
e×T
E −t| π

t(le; θ)

le
, (7)

where T
E align the training procedure with the number of ex-

ploration checkpoints and Z =
∑T
t γ
| e×T

E −t| is the normal-
izing factor. By combining policy states at different stages,
the training dynamics captured by the policy network can be
preserved to a large extend. To sum up, the paradigm of our
Ada-Segment is summarized in Algorithm 1.

Algorithm 1 The Ada-Segment framework.
Input: Iterations between two checkpoints q, Initial Loss
State l1, Number of checkpoints T , Number of training
epochs E

Initialize m models {M1,M2, ...Mm}
Initialize policy network π
l1best ← l1

for t← 1 to T , do
Generate λt+1 by Equation 1 with π and ltbest
Sample m candidates by Equation 2 with λt+1

Train all models for q iterations with Λ̂t+1

Collect model performances vt and save ltbest
Obtain policy rewards by Equation 5
Update θ in π via Equation 6
Save πt ← π
Update all models with M t

best
end for
Initialize a model Mp

for e← 1 to E, do
Generate λe+1 by Equation 7 with le

Train model Mp with λe+1

end for
return Mp
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Figure 3: The network structure of our baseline. For detec-
tion branch, we use the three-stage Cascade R-CNN (Cai
and Vasconcelos 2018), which contains three pairs of losses.
The semantic segmentation branch is a simple SemanticFPN
in (Kirillov et al. 2019). The overall architecture has ten
losses to be jointly optimized.

Network Structure
Figure 3 shows the network structure used in our experi-
ments, which extends Cascade Mask R-CNN (Cai and Vas-
concelos 2018) with a semantic segmentation branch.
Backbone Networks. We use a ResNet (He et al. 2015a)
with a Feature Pyramid Network (FPN) (Lin et al. 2017).
and add deformable convolution (Dai et al. 2017) in stage
3 ∼ 5 of the backbone networks.
Instance Segmentation Head. We use three cascaded de-
tection heads after region proposal network in our network.
To get the instance segmentation results, each stage of head
outputs bounding box regression, classification and mask re-
sults for objects in an image.
Semantic Segmentation Head. We use a semantic segmen-
tation head following Panotic FPN (Kirillov et al. 2019). It
takes the FPN features as inputs and uses 1x1 convolution
and bi-linear upsample function to gradually upsample each
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Method training set PQ PQth PQst

Baseline COCOp 40.7 47.1 31.0
Baseline-G COCOp 41.7+1.0 48.7+1.6 31.1+0.1

Baseline-P COCOp 41.1+0.4 48.8+1.7 29.4−1.6

Ada-Segment-A COCOp 42.6+1.9 49.5+2.4 32.1+1.1

Ada-Segment COCOp 43.2+2.5 50.5+3.4 32.3+1.3

Baseline COCO 41.0 47.2 31.5
Baseline-G COCO 42.1+1.1 49.0+1.8 31.6+0.1

Ada-Segment COCO 43.7+2.7 51.2+4.0 32.5+1.0

Table 1: Comparison with different baselines on COCO
val split. All models are trained on the proxy training
set. Baseline-G: using coarse grid search to optimize loss
weights with multiple runs. Baseline-P: applying a PBT-
like (Jaderberg et al. 2017) framework to tune loss weights
during training, which can be viewed as our method without
the weight controller. COCOp represents the proxy dataset.

FPN feature to 1/4 of input image size. All upsampled fea-
tures are summed up and transformed into the final segmen-
tation map by a 1x1 convolution.

Experiments
Datasets and Evaluation
COCO. Following the competition setting in 2019 Mi-
crosoft COCO panoptic segmentation, which consists of 133
classes with 80 things classes and 53 stuff classes. We only
use train2017 split with approximately 118k images for
training and report the results on val split with 5k images.
We also report our results on COCO test-dev split for com-
parison with other state-of-the-art methods.
ADE20K. ADE20K is a challenging dataset with densely
labeled 22k images, with 100 things classes and 50 stuff
classes. It contains heavier occlusions, more tiny objects and
class ambiguities than COCO, and thus more challenging.
Proxy Dataset Setting. In the practice of automated ma-
chine learning, for evaluation during training, it is necessary
to construct a proxy validation dataset instead of using the
original validation set. For COCO, we randomly sample 10k
images from the 118k training set for validation and the rest
part as the proxy training set. For ADE20K, we train on 20k
training images in which 2k images are randomly sampled
images for validation during training.
Evaluation Setup. We follow the panoptic segmentation
evaluation metrics proposed in (Kirillov et al. 2018) to eval-
uate our models in terms of panoptic quality (PQ), segmen-
tation quality (SQ) and recognition quality (RQ). Note that
PQ is the weighted sum of PQth and PQst for things and
stuff classes respectively. We report these two metrics for
demonstrating the effectiveness of our method.

Implementation Details
Model Training. We follow the commonly used hyper-
parameter settings in Panoptic FPN (Kirillov et al. 2019).
We set the initial learning rate as 0.02 and weight decay as

Method Weighting Type PQ PQth PQst

Baseline static 41.0 47.2 31.5
Baseline-G static 42.1 49.0 31.6

Final static 42.2 50.0 30.4
Pred static 42.6 50.3 31.0

Single-dy dynamic 43.1 50.1 32.4
Comb-dy dynamic 43.7 51.2 32.5

Table 2: Comparison of different static weighting strategy
and different dynamical adaptation strategy on COCO.

0.0001 with stochastic gradient descent (SGD) for all ex-
periments. To provide more stable information to train the
policy network, we decrease learning rate with cosine pol-
icy, which is more smooth than decrease the learning rate at
specific iterations. We initialize the backbone network with
ImageNet pretrained model while the remaining parameters
are initialized following (He et al. 2015b). For each model,
we train totally 12 epochs (so called 1x setting) for COCO
and 24 epochs for ADE20K on 8 GPUs with 2 images per
GPU using PyTorch (Paszke et al. 2017).
Automated Multi-loss Adaptation. During joint training,
we deploy m = 8 models, where each model contains n =
10 losses: three pairs of instance detection losses (bounding
box, classification and mask losses) and a single semantic
segmentation loss. In the weight controller, we set the sam-
pling standard deviation σ = 0.2, and we use three-layer
MLP with hidden layer size 16 as the policy network. We
use Adam (Kingma and Ba 2014) optimizer with learning
rate 5e−2 and weight decay 5e−4 to optimize the policy net-
work. For the overall Ada-Segement framework, we simply
train 1 Epoch between two checkpoints for both COCO and
ADE20K datasets. When adjusting loss weight, we re-scale
the learning rate of the ith head by 1

λi
for i = 1, 2, ..., n to

ensure the head networks to be fully trained so that the loss
weights only influence the shared backbone and the detec-
tion losses are averaged among three cascade stages.
Inference. The panoptic results are obtained in the way pro-
posed in (Kirillov et al. 2018). Specifically, after merging in-
stance masks on the non-overlap canvas, the remaining pix-
els are assigned according to semantic segmentation results
(with areas less than 4096 being ignored).
Baseline Setup. The baseline method means setting equal-
ing weights (with value 1) during training. As to be shown
in the following sections, although a strong baseline network
is used, it only produces unsatisfactory results, which is in-
hibited by the improper weight setting. Without particular
notions, we report results with ResNet-50 backbone.

Ablation Studies
Main Results. We compare with different baselines in Ta-
ble 1. Compared with the vanilla baseline using all weights
equal to 1, our method achieves 43.7% PQ, bringing 2.7%
performance gain. One may argue that whether the vanilla
baseline is appropriate since we introduce more computa-
tional cost and the vanilla weight setting may have bias on
different network structures. Therefore, we provide an al-

3337



Train Arch. Trans. Arch Train Data Trans. Data Train. Sche. Tran. Sche. PQ PQth PQst

R-50 R-50 ADE20Kp COCO 1x 1x 42.7 49.0 33.1
R-50 R-50 COCOp COCO 1x 1x 43.7 51.2 32.5
R-50 R-50 COCOp ADE20K 1x 1x 32.0 34.3 27.4
R-50 R-50 ADE20Kp ADE20K 1x 1x 32.9 35.6 27.9
R-50 R-101 COCOp COCO 1x 1x 45.1 52.7 33.6

R-101 R-101 COCOp COCO 1x 1x 45.2 52.2 34.7
R-50 R-50 COCOp COCO 1x 2x 44.3 51.3 33.7
R-50 R-50 COCOp COCO 2x 2x 44.4 50.9 34.5

Table 3: Transferability of the policy network across different backbones, training schedules and datasets. Dp means searching
and training on the proxy dataset. 1x: 12 epochs on COCO or 24 epochs on ADE20K; 2x: training for 24 epochs on COCO.

Method PQ PQth PQst

Panoptic FPN† 38.1 43.8 29.4
Panoptic FPN‡ 39.0+0.9 46.1+2.3 28.3−1.1

Panoptic FPN? 39.0+0.9 45.9+2.1 28.7−0.7

w Ada-Segment 39.9+1.8 46.6+2.8 29.7+0.3

Table 4: Multi-loss adaptation for Panoptic FPN (Kirillov
et al. 2019) on COCO, †: our re-implementation with all
loss weights equal to 1; ‡: our re-implementation with loss
weights used in the paper; ?: results reported in the paper.

ternate baseline named baseline-G following the way used
in (Kirillov et al. 2019), which treats detection losses as a
single group and performs grid search on detection and seg-
mentation loss weights. It can be seen that our Ada-Segment
also achieves 1.5% performance gains.
Effectiveness of Weight Controller. To validate the ef-
fectiveness of the weight controller, in the top part of Ta-
ble 1, we remove the weight controller to see whether it
could work well when only synchronize all models at each
time checkpoints with different loss weights generated by an
evolution strategy. This setting resembles Population Based
Training (Jaderberg et al. 2017), and is also used as a base-
line named by baseline-P. The results suggest that the con-
troller contributes most in the loss weights adaption.

Besides, we can obtain the best-performed model MT
best

after Automated Exploration and Adaptation phase. We also
report the performance of MT

best as Ada-Segment-A in ta-
ble 1, which can already brings 1.9% PQ gain compared
with the vanilla baseline and outperforms baseline-G by
0.9%. When train model with the controller using policy
ensemble, additional 0.6% performance gain is obtained,
demonstrating that the controller did learn the potential
training pattern and benefit the model training.
Superiority of Training Dynamics. Different from the a
static weighting strategy, we leverage the weight controller
to dynamically adjust training loss weights. One may have
the question that whether it is enough to use the policy net-
work to give a static weight setting that benefits the whole
training process. We validate this concern by trying the fol-
lowing settings: 1) Final: training with the final loss weights
λTbest of the Exploration and Adaptation phase. 2) Pred: us-

ing the final policy network to predict a static loss weights
(based on the initial loss) to train the model. 3) Single-dy:
using the final policy network to guide the training process.
4) Comb-dy: using the weight controller with the policy en-
semble strategy during the training process.

The results in Table 2 demonstrate the significant advan-
tage of dynamically adapting the loss weights during train-
ing. Using policy ensemble to combine all states of policy
networks improves the final state of policy network πT by
0.6%. This is not surprising since the policy network is con-
tinuous updating in the exploration phase, and the final state
may not well suite for the begining stages. It also suggests
that there do exists ever-chaning convergence dynamics dur-
ing panoptic model training.
Generalization Capability across Network Structures.
The main results are reported on a well-developed net-
work to show the problem that loss weighting inhibits the
network-level design. One may curios about whether our
framework can also work well on a simple network with
less losses. To validate the generalization capability of our
framework, we apply our Ada-Segment strategy to the sim-
ple Panoptic FPN (Kirillov et al. 2019), which uses Mask
R-CNN (He et al. 2017) as base detector with three detec-
tion losses (bounding box regression / classification, mask
segmentation losses) and uses the same segmentation head
as used in our network, and the results are shown in Table 4.

It can be seen that although the network contains fewer
losses than the network used in our method (4 vs 10 losses),
the imbalance problem is also serious since it degrades 0.9%
PQ and 2.3% PQth. With our Ada-Segment, we boost the
performance of both PQth and PQst and improve the final
performance by 1.8% PQ from the vanilla weighting and
0.9% from the well-tuned baseline.
Policy Transferability. In Table 3, we evaluate the transfer-
ability of the policy on different backbones, training sched-
ules and datasets. It shows that, 1) the policy benefits model
training when transfer from ADE20K to COCO. 2) Policy
from COCO also has a positive effect on ADE20K (32.0%
vs. 31.6% baseline) and comparable with grid-search base-
line (32.1%). 3) Policy trained along with small backbone
network also works well on larger backbone. 4) Policy ob-
tained from short training schedule can also be apply on
longger training schedule, suggesting that the training dy-
namics of different training schedules are similar.
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Methods backbone PQ PQth PQst SQ RQ
Panoptic FPN (Kirillov et al. 2019) ResNet-101-FPN 40.9 48.3 29.7 - -

OANet (Liu et al. 2019) ResNet-101-FPN 41.3 50.4 27.7 - -
AUNet (Li et al. 2019b) ResNeXt-152-FPN-D 46.5 55.8 32.5 81.0 56.1

UPSNet (Xiong et al. 2019) ResNet-101-FPN-D 46.6 53.2 36.7 80.5 56.9
OCFusion (Lazarow et al. 2020) ResNeXt-101-FPN-D 46.7 54.0 35.7 - -
SpatialFlow (Chen et al. 2019) ResNet-101-FPN-D 47.3 53.5 37.9 81.8 56.9

BANet (Chen et al. 2020) ResNet-101-FPN-D 47.3 54.9 35.9 80.8 57.5
SOGNet(Yang et al. 2019) ResNet-101-FPN-D 47.8 - - 80.7 57.6

Ours ResNet-101-FPN-D 48.5 55.7 37.6 81.8 58.2

Table 5: Results on COCO test-dev split. In the table, ’-D’ represents methods using deformable convolution (Zhu et al. 2019)
in the backbone networks. We achieve the best things-stuff trade-off to get best final PQ results.

Method PQ PQth PQst Type Cost
Baseline 41.0 47.2 31.5 - 1x

GradNorm 41.8 48.0 32.4 G ∼2x
Grid Search 42.1 49.0 31.6 S ∼20x

PBT 41.4 49.1 29.8 S ∼8x
AM-LFS 41.7 50.1 28.9 R ∼8x
BOHB 42.0 50.0 29.9 B ∼8x

Ada-Segment 43.7±0.1 51.2±0.07 32.5±0.14 R ∼8x+1x

Table 6: Comparison with different types of automated tun-
ing methods on COCO val split, including GradNorm (Chen
et al. 2017), Grid Search, PBT (Jaderberg et al. 2017), AM-
LFS (Li et al. 2019a) and BOHB (Falkner et al. 2018), on
COCO val set based on our baseline network (R-50 back-
bone). G: Gradient-Based, S: Sample-Based B: BO-Based,
R: RL-guided. We ran Ada-Segment 3 times with different
random seeds and report in format of mean±std.

Reward Function Design. When only using rlocal as re-
wards, the controller learns from the relative differences be-
tween actions but overlooks the training dynamics between
checkpoints, which only get 42.6% PQ finnally. With rimp,
the controller is trained much well to get 43.7% PQ.

Comparison with Other Methods
Panoptic Segmentation on COCO. We compare our pro-
posed network with other state-of-the-art methods on COCO
test-dev split in Table 5. With the proposed method, we
achieve the PQ performance 48.5%, which is the state-of-
the-art results produced by a single model without extra
training data. It is worth noting that although our method
does not report top performance on neither PQth nor PQst
on test-dev set, we achieve the best things-stuff trade-off to
get best final PQ results with our Ada-Segment to reconcile
multiple subtask losses during training while previous works
may favor one of the metrics and degrade another.
Automated Tuning Methods. Our method can be seen as
an online hyperparameter tuning framework. In Table 6, we
compare our Ada-Segment with different types of automated
tuning methods to show the practicability and effectiveness
of our method. Grid search and PBT(Jaderberg et al. 2017)
are used as special baselines of as showed in the previ-
ous sections. GradNorm (Chen et al. 2017) is an effective

Image

Baseline

Ours

Figure 4: Qualitative comparison of the results produced by
our baseline and the results using Ada-Segment for training.

multi-objective learning method that adjusts subtask gradi-
ents during back-propagation. We implement AM-LFS(Li
et al. 2019a) to directly optimize the loss weights, which
performs poorly on PQst, which suggests that our weight
controller perfors much better than the greedy optimization.

Besides, when treating the loss weights as hyperparame-
ters, we compare with BOHB (Falkner et al. 2018), the state-
of-the-art hyperparameter optimization method, which per-
forms much worse than our automated adaptation strategy
since it only searches for a static parameter setting, missing
the chance to adjust losses at different training stages.

Qualitative Results
In Figure 4, the results produced by our method are visually
precise and coherent for both foreground objects and back-
ground stuff and the results output by our baseline contain
some fuzzy part due to inappropriate training.

Conclusion
In this work, we propose a novel automated online multi-
loss adaptation framework named Ada-Segment for panop-
tic segmentation. We emphasize the importance of dynam-
ically adjusting the loss weights and propose the online
multi-loss adaptation strategy with an effective and effi-
cient weight controller, which achieves state-of-the-art per-
formances on COCO and ADE20K panoptic segmentation
benchmarks. We hope our work will give researchers in this
area new insights to focus on the training level design.
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