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Abstract

When adopting deep neural networks for a new vision task, a common practice is to start with fine-tuning some off-the-shelf well-trained network models from the community. Since a new task may require training a different network architecture with new domain data, taking advantage of off-the-shelf models is not trivial and generally requires considerable try-and-error and parameter tuning. In this paper, we denote a well-trained model as a teacher network and a model for the new task as a student network. We aim to ease the efforts of transferring knowledge from the teacher to the student network, robust to the gaps between their network architectures, domain data, and task definitions. Specifically, we propose a hybrid forward scheme in training the teacher-student models, alternately updating layer weights of the student model. The key merit of our hybrid forward scheme is on the dynamical balance between the knowledge transfer loss and task specific loss in training. We demonstrate the effectiveness of our method on a variety of tasks, e.g. model compression, segmentation, and detection, under a variety of knowledge transfer settings.

Introduction

The flourish and success of deep learning community attribute greatly to researchers who released their well-trained neural network models for generic vision tasks, such as object recognition (Simonyan and Zisserman 2014), detection (Ren et al. 2015), and image segmentation (Chen et al. 2017). These off-the-shelf models, such as VGG (Simonyan and Zisserman 2014) and ResNet (He et al. 2016), are often employed as the backbone networks and a wise starting point for new vision tasks. Leveraging the knowledge encoded in a backbone model and transferring them to a new model generally involves considerable efforts on tuning network parameters and try-and-error, due to the wide variety of vision tasks and training data distributions. In the paper, we borrow the terms in knowledge distillation (Hinton, Vinyals, and Dean 2015) and refer an off-the-shelf well-trained model as a teacher network and a model dedicated for the new task as a student network. This is in the sense that we strive to transfer the knowledge, i.e., the strong feature extraction capability, from teacher networks to student networks for new vision tasks.

Fine-tuning a well-trained network tends to be more time efficient and effective than training from scratch. Nevertheless, there are many issues to handle in practice. The diverse vision tasks require different network architectures, for example, object recognition on a mobile phone requires a lighter network than those trained for ImageNet recognition on a server, or image segmentation requires a network to output per pixel labeling than per image classification in scene recognition. Moreover, data in different domains generally present different distributions or bias, e.g., synthetic street-view data generated by a simulator vs. real-world scenes collected by multiple cameras. These challenges originate from the disparate training settings for well-trained teacher and new student networks. We abbreviate the differences of network architectures, domain data distributions, and the task definitions as the model gap, domain gap, and task gap between the teacher and student networks, as illustrated in Fig. 1. Last but not the least, in transferring from a well-trained teacher network to a student, it is critical yet tricky to balance the transfer loss and the task loss, i.e., how much to tune the backbone towards the new data and task.
In this paper, we investigate how to leverage knowledge from a well-trained teacher network to obtain a student network for new vision tasks. We propose a robust knowledge transfer method embedded in the core neural network training procedure – feedforward pass and back-propagation. In training a neural network, the forward pass processes data samples through the network and the back-propagation updates the network weights guided by a loss function. The knowledge a network learns is encoded and memorized in the connection weights and the parameters of neurons. Therefore, in another word, the forward pass applies the knowledge in the network to data samples and the back-propagation updates the knowledge by the task specific loss. In our method, we integrate the teacher and student networks and train the combined network on the new task. Specifically, the forward pass processes data samples alternately through a sub-network of layers of one network and then some other layers of the other network as shown in Fig. 2, which we coin it as the hybrid forward. The pre-requisites of this method are that 1) the spatial resolutions of feature maps are scaled down accordingly for both teacher and student networks; 2) the separation between the backbone network for feature extraction and the output head network for specific tasks. These pre-requisites are readily satisfied in practice with some manipulation of network layers.

In the proposed hybrid forward scheme, the knowledge transfer from trained teacher networks to new student networks is supervised by the loss function and training samples in the new task. That is, the training loss of knowledge transfer is evaluated by the same loss function in the target task, which resolves a critical and tricky tradeoff in training a teacher-student pair. More precisely, after the sample batches going through the teacher network, they are sent into the task head of the student network to compute the loss with the ground truth labels. Therefore, we can measure the teacher network’s relative impact on student network training. Therefore, we are relieved from tuning how to balance the hybrid forward, by treating the knowledge transfer loss and the task loss equally important. This robust knowledge transfer deals with the aforementioned gaps in Fig. 1 between the training settings of a teacher and student network. The technical contributions are as follows:

- We propose a novel hybrid forward scheme to pass the knowledge from a teacher network to a student network, enabling efficient transfer feature extraction capability for a new task.
- We design a dynamic balancing strategy by employing the loss function in a target task for knowledge transfer, thus avoid manually tuning the tradeoff in our hybrid forward scheme.

We validate the generality of the proposed robust knowledge transfer on diverse vision tasks under a variety of settings, e.g., different network architectures, different domain data, or different target tasks. To list a few: model compression from ResNet to MobileNetV1 on ImageNet, domain adaptation from synthetic to real-world image segmentation on CityScapes, and utilizing pose estimation models for pedestrian detection on CityPersons. The proposed method effectively leverages well-trained networks on new tasks and demonstrates competitive results with the SOTA.

Related Work

Leveraging a well-trained network for a new task has been widely studied under many different settings. The practices to transfer feature extraction capability from an off-the-shelf network to a new network can be roughly categorized into two classes: initialization based and teacher-student based. In contrast, the proposed hybrid forward scheme constructs a joint teacher-student network and update the sub-networks in an alternating way.

Pre-trained Model as an Initialization

The straightforward practice to utilize a pre-trained model is to use it to initialize the backbone network, which is fine-tuned with additional output layers by new training data. For example, reusing the classification models trained on ImageNet often transfers abundant feature extraction knowledge to other vision tasks. In these cases, usually models with the same network architecture are fine-tuned on different data and tasks, which are referred as domain and task gaps in this paper. Later on, Net2Net (Chen, Goodfellow, and Shlens 2016) explored the possibility of knowledge transfer in presence of model gap. Similarly, (Wei et al. 2016; Wei, Wang, and Chen 2019; Fang et al. 2019, 2020) proposed to migrate the weights of a well-trained network to another network with a different network architecture.

Knowledge Distillation and Feature Mimicking

In (Hinton, Vinyals, and Dean 2015), Hinton et al. first proposed the knowledge distillation, i.e., using a cumbersome network as a teacher to generate soft labels to supervise the training of a compact student network. Later the teacher-student training scheme has been extended in (Romero et al. 2015; Zagoruyko and Komodakis 2017; Yim et al. 2017), trying to match the intermediate features between the teacher and student network. More recent methods (Srinivas and Fleuret 2018; Kim, Park, and Kwak 2018; Heo et al. 2019b,a; Peng et al. 2019; Tung and Mori 2019; Wu et al. 2020c,b,a) designed delicate transformations to ensure only useful knowledge in a teacher network is transferred to a student. All of these above methods focus on obtaining a light-weight student model from the teacher, for the same task and on the same dataset, which fall to the model gap cases as only the network architectures are different. Further, (Kundu, Lakkakula, and Babu 2019; Gong et al. 2021) transferred knowledge among tasks for unsupervised domain adaptation. (Ye et al. 2019; Shen et al. 2019) studied the problem of learning from multiple teachers, which is referred to as knowledge amalgamation. In our work, we are concerned with how to effectively exploit the knowledge in a well-trained network for a new task, with no access to previous training data.

Sub-network Training

In the proposed hybrid transfer, we first construct a large network joining the teacher and student networks, then for
Figure 2: We propose a hybrid forward scheme to transfer the knowledge encoded in a teacher network to a student network. During the training process of a student network, the feedforward passes the training data through a sub-network of layers of the student network and then a sub-network of a teacher network alternately, while the back-propagation updates the student network only and leaves the teacher network fixed.

Figure 3: Existing knowledge transfer schemes and our proposed hybrid forward scheme. (Left) Knowledge distillation supervises the training of a compact student network by the soft labels generated by a teacher. (Middle) Feature mimicking aligns the intermediate feature maps. (Right) Our hybrid forward scheme passes the sub-networks of a teacher and student network alternately for transferring the knowledge.

Proposed Method

We strive to develop a general method that enables transferring knowledge from a well-trained teacher network to a student network for new vision tasks, robust to the model, domain and task gaps. We propose a hybrid forward scheme, which integrates a teacher network into the forward pass of a student network and process training samples through sub-networks in a particular manner. This is a novel approach taking advantage of off-the-shelf well-trained models, as illustrated in Fig. 3, in contrast to knowledge distillation (Hinton, Vinyals, and Dean 2015) deriving soft-labels from a teacher for the student network training, or feature mimicking (Srinivas and Fleuret 2018; Kim, Park, and Kwak 2018; Heo et al. 2019b) aligning feature maps between a teacher and student network.

To train the network that integrates both the teacher and student on a new task, we need to properly scale the outputs of loss functions so that they are on a common ground to compare. Thus, we propose to balance the losses of teacher and student networks dynamically by scaling the loss of a teacher network w.r.t its output of some training data batches.

Hybrid Forward

We design a novel and effective hybrid forward scheme, in which the forward pass is computed on the sub-networks of a student and a teacher network alternately. As demonstrated in Fig. 2, there are three components in our methods: the teacher backbone, the student backbone and the student head for the current task. During the training process of the integrated teacher and student network, the input data will flow through one sub-network of the student and then one sub-network of the teacher in an alternating fashion. Specifically, the forward pass will switch to another network before entering the downsampling layer. The reason why we switch before the downsampling layer is due to the convention that the feature maps before the downsampling layer are commonly used for task specific predictions. That is, the feature map extracted right before the downsampling layer is a good representation at that image scale. Many structures are proposed to fully exploit the knowledge contained in these intermediate outputs, such as FPN (Lin et al. 2017).

However, the network width, the channels of the feature maps of the two networks may be different, which is an issue preventing us from directly using the feature maps from the teacher as inputs to the student. To solve this issue, we add $1 \times 1$ convolutions before switching in the forward path. In other words, each feature map is processed by a $1 \times 1$ convolution to match the required shape of the next stage. Although the scales between the two stages are the same, the size of the feature map may not be the same probably due to different padding settings. So, in some cases, we also need an interpolation step after the $1 \times 1$ convolution layer.
Finally, after we obtain the feature maps generated by forwarding with sub-networks from both the teacher and the student, we send the feature maps to the student head network, which generates outputs for the current task. Note that during the above training process, all sub-networks from the teacher network are frozen and not updated by backpropagation, to preserve the feature extraction knowledge in the teacher network unchanged.

**Dynamic Balancing**

Through the proposed hybrid forward scheme, training samples may start with the sub-network of the teacher or the sub-network of the student, thus this results in two paths to the student task head and two loss function outputs. Both of these two losses are evaluated by the samples and loss function in the current task, which is the major difference between our method and previous knowledge distillation methods. In other words, transferring knowledge is achieved by minimizing the loss related to the current task, i.e., the task that the student network aims to solve.

Given using the same task related loss in knowledge transfer, we are able to quantitatively evaluate the teacher network’s impact to training the student network. The ability of measuring the teacher and student networks on a common ground is the vital factor towards bridging those gaps between a well-trained teacher network and the student network. Since we employ the same loss function in the current task, we can compare the losses of two knowledge transferring paths with the normal loss of forwarding a data sample batch through the student network. As illustrated in Fig. 4, $\text{Loss}_{1}$ and $\text{Loss}_{2}$ are the losses for passing through either staring from the teacher’s sub-network or the student’s sub-network, while $\text{Loss}_{3}$ is the loss of a normal forward for supervised training the student network. Let us denote the three losses as $L_1$, $L_2$ and $L_3$ respectively. $L_1$, $L_2$ and $L_3$ are all computed by a same loss function, such as Cross-Entropy loss if the student network is for classification. Since $L_1$, $L_2$ and $L_3$ are comparable, we can simply evaluate the values of these losses and then quantitatively find out the gap between the two networks.

Generally, if both $L_1$ and $L_2$ are constantly larger than $L_3$, the student network itself may underfit the current task when training with the sum of the three losses. That is, the learning task is dominated by the knowledge transfer process. To avoid the risk, we just need to multiply a balancing parameter to $L_1$ and $L_2$. Fortunately, the balancing parameter is quite straightforward to determine in our formulations.

As our ultimate goal is to obtain a good student network, the main loss is the supervised task loss, i.e., $L_3$. Thus, we propose to adjust the scale of $L_1$ and $L_2$ according to the scale of $L_3$, to ensure the student network itself properly fitting the data of current task. More precisely, for each training mini-batch, after three losses are computed, a balancing parameter $\alpha$ is calculated by

$$\alpha = \frac{2 \times L_3}{L_1 + L_2}. \quad (1)$$

Then the final loss for this mini-batch is $L = \alpha (L_1 + L_2) + L_3$. By multiplying the weight on the loss values, we are in fact balancing the gradients introduced by each loss to back propagate through the student network, that is, if $W$ is the weights of the student network, then we have

$$\frac{\partial L}{\partial W} = \alpha \left( \frac{\partial L_1}{\partial W} + \frac{\partial L_2}{\partial W} \right) + \frac{\partial L_3}{\partial W}, \quad (2)$$

where $W$ means the parameters of the network.

**Experiments**

To validate the effectiveness of our proposed method, we conduct experiments on four different settings, as introduced in the introduction of the paper (Fig. 1).

**Challenge: Only Model Gap**

We begin our experiments with the gap between the teacher and the student: the model gap. Such a setting is also known as the distillation based model compression. In the experiments, a teacher network that is well-trained on ImageNet (Deng et al. 2009) will be used to guide a shallower student network. To test how the model gap affects the transfer process, we select the teacher network to be ResNet-50 (He et al. 2016) and the student network to be MobileNet-v1 (Howard et al. 2017), which is also tested in (Heo et al. 2019a). The model gap between ResNet-50 and MobileNet-v1 is in two aspects: First is the depth of the two networks, i.e., 50 layers for ResNet and 28 layers for MobileNet-v1; The second is the convolution kernel types, i.e., the normal convolution and the depth-wise convolution.

**Comparison with SOTA.** Since there is only the model gap, during training, we simply add the supervised task loss with the loss from the hybrid forward path. For training hyper-parameters, we use the same parameters as (Heo et al. 2019a): Batch size is set to 256; Learning rate is initialized with 0.1 and decay by 0.1 every 30 epochs. Also, for a fair comparison, the teacher network adopts the ResNet-50 trained by Torchvision. The final model compression results are shown in Tab. 1. We can see that our method outperforms 4 very recent methods.

<table>
<thead>
<tr>
<th>Network</th>
<th>Method</th>
<th>Top-1</th>
<th>Top-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td>Teacher</td>
<td>76.16</td>
<td>92.86</td>
</tr>
<tr>
<td>KD (Hinton, Vinyals, and Dean 2015)</td>
<td>68.87</td>
<td>88.76</td>
<td></td>
</tr>
<tr>
<td>AT (Zagoruyko and Komodakis 2017)</td>
<td>68.58</td>
<td>88.98</td>
<td></td>
</tr>
<tr>
<td>MobileNet-v1</td>
<td>FT (Kim, Park, and Kwak 2018)</td>
<td>69.56</td>
<td>89.33</td>
</tr>
<tr>
<td>AB (Heo et al. 2019b)</td>
<td>68.89</td>
<td>88.71</td>
<td></td>
</tr>
<tr>
<td>Overhaul (Heo et al. 2019a)</td>
<td>71.25</td>
<td>90.34</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>71.39</td>
<td>90.47</td>
</tr>
</tbody>
</table>

Table 1: Results of model compression on ImageNet. Only the model gap exists between the teacher network and the student network.
Figure 4: Losses computed from 3 different forwarding paths are balanced in a dynamic manner. $L_{loss1}$ and $L_{loss2}$ are the loss of knowledge transfer, passing a mini-batch starting with the sub-network of student (teacher) network then to the teacher (student) network. $L_{loss3}$ is the conventional training loss of the student network in the current task.

Figure 5: Training loss and training accuracy with and without the teacher network on ImageNet with ResNet-50 as the teacher and MobileNet-v1 as the student.

We can see that the training loss with the teacher is always higher than the loss without the teacher, but the training accuracy with the teacher becomes higher than those without the teacher after the first time learning rate decay. The higher training loss is in accordance with our designed knowledge transferring rule, in which the training loss is the sum of the loss from the items $L_1$, $L_2$, and $L_3$.

Another thing we find interesting is the training loss and training accuracy of the three forward paths (in Fig. 4) shown in Fig. 6. The first thing we observe is that the curve of the normal path, i.e., the student network, is in the middle of the hybrid transfer paths. We check the detailed configs of the three paths and find that hybrid path 1 consists of 46 layers and hybrid path 2 consists of 32 layers. Recall that the normal training path of MobileNet v1, consists of 28 layers, the number of layers among the paths demonstrates that a deeper depth does not always have a lower training loss. The type of convolution is also an important factor in our case since the hybrid path involves the computation of a hybrid of depth-wise convolution and normal convolution. Another interesting observation is that before the first decay of the learning rate, the training loss of the hybrid paths is lower than the normal path, and the training accuracy is higher. This phenomenon shows that the knowledge embedded in the teacher network is helpful. Moreover, it indicates that forwarding with some sub-networks from the teacher network is able to utilize the pre-trained knowledge in the teacher network.

Figure 6: Training loss and training accuracy of the three forward paths on ImageNet with ResNet-50 as the teacher and MobileNet-v1 as the student.

<table>
<thead>
<tr>
<th>Teacher</th>
<th>Transfer Method</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Teacher</td>
<td>-</td>
<td>59.7</td>
</tr>
<tr>
<td>CS det</td>
<td>FitNet (Romero et al. 2015)</td>
<td>59.9</td>
</tr>
<tr>
<td>(task gap)</td>
<td>AT (Zagoruyko and Komodakis 2017)</td>
<td>60.0</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>60.2</td>
</tr>
<tr>
<td>GTA5 seg</td>
<td>FitNet (Romero et al. 2015)</td>
<td>60.0</td>
</tr>
<tr>
<td>(domain gap)</td>
<td>AT (Zagoruyko and Komodakis 2017)</td>
<td>60.4</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>60.7</td>
</tr>
</tbody>
</table>

Table 2: Results of the student network on CityScapes with different teachers. The CS det teacher means the Faster RCNN network trained on the CityScapes dataset. The GTA5 seg teacher means the DeepLab v2 network trained on the GTA5 dataset.

**Challenge: Model + Domain/Task Gap**

Now we consider the other two gaps: the domain gap and the task gap. For the domain gap, the teacher network is trained on the same task with the same labels, but on a different dataset. For the task gap, the teacher network is trained on the same dataset but for a different task. As mentioned before, some knowledge of the teacher network may be be not relevant to the current task, therefore we need to balance the 3 training losses. For experimental settings, we follow the setup in recent progress on domain adaptation (Tsai et al. 2018; Song et al. 2020b,a). It is worth noting that in unsupervised domain adaptation the target domain, which is the dataset for our student network, is unlabeled. Since we hope to study how the teacher network from another domain is going to help, we assume the target domain is labeled.
Datasets. Following (Tsai et al. 2018), the datasets used in this section are GTA5 (Richter et al. 2016) and CityScapes (Cordts et al. 2016). The GTA5 dataset has 24966 images and we randomly select 500 images out as the validation set for training the teacher network. Apart from the above, to better investigate on which gap is more challenging, we employ a multi-task setting on the CityScapes dataset. We first train a teacher network on CityScapes for detection and then use the detection teacher network for helping the segmentation task, which is the new task for the student network.

Network and training details. For the teacher networks, we choose the DeepLab v2 (Chen et al. 2017) with ResNet-101 as the backbone for domain adaptation, and the Faster RCNN (Ren et al. 2015) with ResNet-50 as the backbone for multi-task testing. Besides, DeepLab v2 with VGG 16 as backbone is chosen to be the student network. In this way, when running the transfer process with our method, we are also dealing with the model gap at the same time. When training the student network with the above two teachers, we use the same training hyper-parameters: batch size of 8, 40000 iterations and learning rate starting from 1e-3 with polynomial decay.

The student network performance. Since we are interested in whether the knowledge from the teacher can help the student, we first present results on the CityScapes validation set with the above two teachers. For comparison, we report the results with two intermediate feature alignment based knowledge transfer methods: FitNet (Romero et al. 2015) and AT (Zagoruyko and Komodakis 2017). To get a fair comparison, we tune the balancing parameter of the mimic loss for the above two methods under our settings. The results are presented in Tab. 2, from which we can come to the conclusion that the teacher trained on GTA5 is better than the teacher trained on CityScapes detection. We think the reason why the teacher from GTA5 is better is that GTA5 is a much larger dataset compared to CityScapes.

Performance on teacher’s domain. When we use the teacher from another dataset, which is in fact another domain, the student network may also benefit from the teacher’s knowledge about the other domain. Therefore, we also test the performance of the student on the other domain, which is the GTA5 dataset. In Tab. 3, we show the results on the GTA5 validation set, which is split previously to acquire a teacher network on the GTA5. The student taught by the teacher from GTA5 performs better than the one without the teacher. This result implies that by our hybrid forward scheme, the student is able to learn domain specific knowledge, even without seeing any data from the other domain.

Balancing parameter along with training. The balancing parameter reflects the ratio of the loss from the normal training of the student network and the loss from the two hybrid forward paths. That is, the balancing parameter is able to reflect how much the teacher is helping the student. In Fig. 7, we draw the value of balancing parameters with respect to the training steps. We can observe: 1) The balancing parameter becomes smaller along with the training, which means that the student network learns more from the teacher network. 2) In our setting, it is hard to tell which teacher is more helpful, since the balancing parameters of the two teachers are about the same. However, the initial value of the detection teacher is much larger than the GTA5 teacher, maybe because they are trained on the same dataset and less noisy at the beginning.

Challenge: Model + Domain + Task Gap

Now, we move to the settings with all the gaps, i.e., the general knowledge transfer setting shown in Fig. 1. The teacher network and the student network will be trained on different datasets and for different tasks. The teacher network and the student network will are still semantically relevant. In our experiments, the teacher network is a human pose estimation while the student network is a pedestrian detection network.

Datasets and networks. For human pose estimation, we directly use the well-trained network from (Kreiss, Bertoni, and Alahi 2019) which is public available. The teacher network uses ResNet-50 as backbone. For the student network, we use Faster RCNN with MobileNet v1 as backbone. The dataset for the student network is CityPersons (Zhang, Benenson, and Schiele 2017), which uses the images from CityScapes and the pedestrian are manually relabeled. Again, all the training hyper-parameters are kept the same when training with and without the teacher.

Table 3: The results of the student network on GTA5 with different teachers. The performance of the student on GTA5 improves more when using the teacher from GTA5.

<table>
<thead>
<tr>
<th>Model</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepLab v2 (Teacher)</td>
<td>65.1</td>
</tr>
<tr>
<td>w/o Teacher</td>
<td>33.5</td>
</tr>
<tr>
<td>w/ CS det</td>
<td>33.6</td>
</tr>
<tr>
<td>w/ GTA5 seg</td>
<td>34.2</td>
</tr>
</tbody>
</table>

Figure 7: The dynamically computed balancing parameter of the hybrid loss and the training loss of the student network.
Table 4: Pedestrian detection performance of the student network on CityPersons validation set. The metric is miss-rate and a smaller value is better. R means reasonable and performance on the R subset is usually more important (Zhang, Benenson, and Schiele 2017). The teacher is a human pose estimation network, so we are dealing with all the three gaps.

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R small</th>
<th>R occ heavy</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o Teacher</td>
<td>17.20</td>
<td>21.87</td>
<td>61.76</td>
<td>47.09</td>
</tr>
<tr>
<td>FitNet</td>
<td>16.70</td>
<td>22.20</td>
<td>61.13</td>
<td>46.89</td>
</tr>
<tr>
<td>AT</td>
<td>16.69</td>
<td>21.42</td>
<td>65.50</td>
<td>46.86</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>16.19</strong></td>
<td>21.12</td>
<td>64.11</td>
<td>46.85</td>
</tr>
</tbody>
</table>

Figure 8: The dynamically computed balancing parameter of two student networks. The only difference between the two student network is their backbone networks, ResNet-50 and MobileNet-v1.

**Results of knowledge transfer.** Firstly, we evaluate how much the teacher network will help the student network. The results on CityPersons validation set are presented in Tab. 4. Comparison methods are chosen with the same settings as in Tab. 2. From the table, we can see that with the help from a human pose estimation teacher, most of the metrics are improved. Among all the metrics, the improvements on the reasonable subset is the most significant, which is usually more practical important. For the heavily occluded subset, we presume that it is caused by the knowledge passed by the teacher, which is a pose estimation network and unable to handle the heavily occluded pedestrian.

**How the model gap affects knowledge transfer?** In our previous analysis, we claim that the model gap is the easiest gap among the three gaps. The intuition is that the model gap will only affect how the knowledge can be passed to the student. However, when we face all the three gaps, we can no longer analyze the three gaps separately. So the model gap can be also hard to deal with as the other two gaps when all the three gaps present. To answer the question, we train another Faster RCNN network on CityPersons with the same teacher, but the backbone is ResNet-50, which is the same as the teacher. Therefore, by looking into the balancing parameter, we can have a sense of whether the model gap is a serious issue or not. In Fig. 8, the curves of the dynamically computed balancing parameter concerning two different backbone settings are drawn. The first conclusion we can have is that the model gap is indeed not a serious issue. The reason is similar to our previous analysis: The balancing parameter reflects how knowledge transfer loss is contributing to the current task. Another interesting result from the curves is that the model gap has some impact in the middle of the learning process. We zoom in some middle steps (4000 - 6000) of the training and get the curves on the right. We can see that generally the ResNet-50 based student has a larger balancing parameter than the MobileNet v1 based student.

**Comparison with fixed balancing parameter.** One of the main contributions in our method is that we adjust the balancing parameter in a dynamic manner. In Fig. 9, we manually tune the balancing parameter for the hybrid forward loss and the task loss, with the same teacher-student setting as in Tab. 4. From the figure, we can see that if we manually tune the balancing parameter, the best result does not achieve the accuracy of our dynamic balancing strategy. However, after carefully tuning the balancing parameter, the pedestrian detection network works better than the one without the teacher, thereby verifying the effectiveness of our hybrid forward scheme.

**Conclusion**

In this paper, to achieve the goal of robust knowledge transfer, we propose a hybrid forward scheme to pass the knowledge from a teacher network to a student network. Since employing the task specific loss functions to measure the losses of hybrid forward paths, we design a dynamic balancing strategy to enable the knowledge being transferred more robust. All of the experiments demonstrate that our method effectively enables knowledge transfer from the teacher to the student, despite the gaps between them.
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