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Abstract

Counting dense crowds through computer vision technology has attracted widespread attention. Most crowd counting datasets use point annotations. In this paper, we formulate crowd counting as a measure regression problem to minimize the distance between two measures with different supports and unequal total mass. Specifically, we adopt the unbalanced optimal transport distance, which remains stable under spatial perturbations, to quantify the discrepancy between predicted density maps and point annotations. An efficient optimization algorithm based on the regularized semi-dual formulation of UOT is introduced, which alternatively learns the optimal transportation and optimizes the density regressor. The quantitative and qualitative results illustrate that our method achieves state-of-the-art counting and localization performance.

1 Introduction

Crowd counting has particularly important practical application value in public security. It can also be applied to count vehicles (Onoro Rubio and López-Sastre 2016), cells (Lempitsky and Zisserman 2010), and animals (Marsden et al. 2018). It is challenging to count targets in complex scenarios with thousands of targets, severe occlusions, and huge scale variations. As a result, in modern crowd counting datasets, it is more feasible and labor-saving to provide coarse annotations, e.g., points, than detailed annotations such as bounding boxes or even contours.

Most previous methods adopt detection (Liu et al. 2019b, 2018a) or density regression (Zhang et al. 2016; Sindagi and Patel 2017) to predict the total count. They encounter an obstacle that the required ground truth is unavailable, such as the bounding boxes for detection and the pixel-wise density map for density regression. To ease this problem, some detection-based methods introduce additional bounding-box annotations (Liu et al. 2018a) or generate pseudo bounding boxes (Liu et al. 2019b; Sam et al. 2020), and most density-regression based methods generate pseudo density maps by smoothing the sparse annotated points with Gaussian kernels. Nevertheless, previous literature has shown that the ‘quality’ of the generated supervisory signals greatly affects the counting performance (Zhang et al. 2016; Ma et al. 2019; Liu et al. 2019b). For example, the performance of density-regression-based methods is highly influenced by the Gaussian kernel size (Wan and Chan 2019; Zhang et al. 2016). Moreover, generating pseudo ground truth also has side effects. For example, an oversized Gaussian kernel will reduce the location precision of points and result in poor quality density maps (Idrees et al. 2018).

In this paper, for the first time, we consider the counting problem from the perspective of measure theory. Specifically, we formulate the collection of scattered annotated points by a discrete measure \( v = \sum_{j=1}^{M} v_j \delta_{y_j} \), where \( v_j = 1, y_j \) is the 2D position of the point, and \( \mathcal{Y} = \{y_1, y_2, \ldots, y_M\} \) is the support set of this discrete measure. Similarly, a density map can also be formulated by a discrete measure supported on the pixel space \( \mathcal{X} \). It is worth noticing that since only a small portion of pixels are annotated with points, the supports of these two measures, \( \mathcal{X} \) and \( \mathcal{Y} \), only sparsely overlap. Therefore, an essential question about the measure-theory-based optimization method is how to quantify differences between the measure for scattered points and the measure for dense density maps.

The key to answering this question is to define the distance between two measures with different supports. As it is ambiguous to annotate a person occupying an area with a single point, the desired distance should be robust to the ambiguity in annotations and remain stable under spatial perturbations of point annotations. This requirement is described mathematically as weak convergence (Genevay 2019; Sripumudur et al. 2012). According to this understanding, \( \ell_2 \) distance, widely used in density-regression methods, is proved not to metrize weak convergence and is sensitive to spatial perturbations (further discussed in Sec. 3.2). As a result, it can only be applied to discrete measures with the same supports. One alternative is to use optimal transport (OT) distance, which has been proved to capture the underlying geometry of measures with different supports and metrize weak convergence (Santambrogio 2015). Nonetheless, the prerequisite of using OT is that the total mass of two input measures should be equal. Thus OT can not handle mass variations, which are common in practice.

To address these limitations, we propose to use unbalanced optimal transport (UOT) distance to quantify discrepancy between two measures. Compared to OT, UOT 're-
lax's' the hard marginal constraint to the marginal divergence penalty (Liero, Mielke, and Savaré 2018). More importantly, UOT metrizes the weak convergence and allows mass change during transportation. On this basis, we formulate crowd counting as a measure regression problem.

Specifically, we regard the scattered point ground truth and the predicted density map as two measures with different supports, and introduce the UOT distance to quantify their differences. A two-step algorithm based on the semi-dual regularized formulation of UOT is proposed for efficient optimization, which alternatively learns optimal transportation and minimizes UOT distance. Moreover, we investigate the effects of different cost functions and marginal divergence penalties for crowd counting. Extensive experiments show that our methods achieve state-of-the-art counting performance. Furthermore, our method outputs a much sharper density map, closer to the ground truth, and thus achieves superior localization performance than previous methods.

The contributions of this paper are summarized as follows:

- We formulate crowd counting as a measure regression problem for the first time and propose a novel method to minimize the distance between two measures with different supports.
- We propose an objective function to minimize the unbalanced optimal transport distance between scattered ground-truth points and predicted density maps.
- We design an efficient optimization algorithm of counting models based on the UOT’s semi-dual regularized formulation.
- Our method achieves state-of-the-art counting performance and superior localization performance with sharp density predictions.

## 2 Related Work

### 2.1 Crowd Counting

Due to the great progress of the convolutional neural networks (CNN), most state-of-the-art counting methods are CNN based. The majority of them adopt the fully convolutional network (FCN) (Long, Shelhamer, and Darrell 2015), which predicts density maps and maintain spatial correspondences with input images. Diverse network structures are developed to cope with large scale variations of crowds. Mechanisms such as multi-scale feature fusions (Idrees et al. 2013; Zhang et al. 2016; Sindagi and Patel 2017; Liu et al. 2018c; Liu, S., and F. 2019; Ma et al. 2020), attention (Jiang et al. 2020; Miao et al. 2020; Zhang et al. 2019), negative correlation learning (Shi et al. 2018; Zhang et al. 2019), and knowledge distilling (He et al. 2021; Liu et al. 2020a) are widely used. There are several works aiming to improve the quality of the generated pseudo ground truth. For example, (Zhang et al. 2016) adopts scale-adaptive Gaussian kernels. (Wan and Chan 2019) adopts CNN to learn combination of Gaussian kernels. (Liu et al. 2019a) estimates the kernel sizes with the aid of super-pixel segmentation.

The distance to measure the discrepancy between the predicted density maps and the ground truth is rarely studied. Most methods use $\ell_2$ distance. Some of them are simultaneously supervised by surrogate tasks, such as segmentation (Zhao et al. 2019; Gao, Wang, and Li 2019; Shi, Mettes, and Snoek 2019; Liu et al. 2020b), depth estimation (Zhao et al. 2019; Lian et al. 2019) and perspective estimation (Liu, S., and F. 2019; Shi et al. 2019; Yan et al. 2019; Yang et al. 2020). Bayesian loss (Ma et al. 2019) builds a probabilistic model and takes the expected count of each person as supervision, (Laradji et al. 2018) counts objects by segmentation, and (Liu et al. 2019) counts objects by detection. The concurrent work (Wang et al. 2020a) trains density regressor by matching normalized distributions through optimal transport.

### 2.2 (Un)balanced Optimal Transport

Optimal transport (OT) distances have recently been widely used in machine learning and deep learning, such as generative models (Arjovsky, Chintala, and Bottou 2017; Genevay, Peyré, and Cuturi 2018), image retrieval (Rubner, Tomasi, and Guibas 2000; Pele and Werman 2009), and domain adaption (Courty et al. 2017; Shen et al. 2018), to name a few. Calculating the exact OT is costly and suffers from the curse of dimensionality (Lee and Sidford 2014; Mérigot 2011). To deal with the scalability issue, (Cuturi 2013) introduces an entropic regularized OT and solves it by the Sinkhorn algorithm (Sinkhorn 1967). Reviews of OT can be found in (Kolouri et al. 2016; Peyré, Cuturi et al. 2019; Genevay 2019).

In comparison to OT, there are relatively fewer studies on the application of unbalanced optimal transportation (UOT). (Frogner et al. 2015) adopts UOT to train multi-label classification models. (Wang et al. 2020c) uses UOT to measure distances between documents of different lengths. (Chizat et al. 2018b) proposes a UOT-based fast approximate color transfer algorithm. (Yang and Uhler 2019) proposes a training algorithm of GAN. Several different formulations are proposed to extend the theory of OT to measures of unbalanced mass (Pham et al. 2020; Chizat et al. 2018c,a; Kondratyev et al. 2016; Liero, Mielke, and Savaré 2018; Bourne, Schmitzer, and Wirth 2018; Séjourné et al. 2019). A review of UOT can be found in (Chizat 2017).

## 3 The Proposed Method

In this section, we first elaborate on the distinction between the previous density-to-density training algorithm based on $\ell_2$ distance and the density-to-point measure regression based on unbalanced optimal transport (UOT). Then, we review the basics of (un)balanced optimal transport. Finally, we introduce the optimization algorithm based on the semi-dual regularized formulation of UOT.

### 3.1 Problem Setup and Notation

Let $u = \sum_{i=1}^{N} u_i \delta_{x_i}$, $u_i = U_{\theta}(x_i; I)$ represent the predicted density map (density measure), where $U_{\theta}$ is the density regressor with the trainable parameter $\theta$. The density regressor can be any fully convolutional networks (FCNs),
which maintain the spatial correspondence between inputs and outputs. \(x_i\) is the 2D spatial position of the \(i_{th}\) pixel. \(\mathcal{X} = \{x_1, x_2, \ldots, x_N\}\) is the support of the density measure, where \(N\) is the total pixel number.

Let \(v = \sum_{j=1}^{M} v_j \delta_{y_j}\) be the annotated points (point measure), where \(v_j\) is the mass carried with the \(j_{th}\) point, which equals to one in one crop counting \((v_j = 1)\). \(y_j\) is the corresponding 2D spatial position. \(\mathcal{Y} = \{y_1, y_2, \ldots, y_M\}\) is the support of the point measure, where \(M\) is the total point number. Since only a small portion of pixels is labeled with points, \(\mathcal{X}\) and \(\mathcal{Y}\) only sparsely overlap, and we have \(M < N\).

### 3.2 Motivation

\(\ell_2\) distance is used in most of previous density-regression-based methods, which is easy to calculate but has two major drawbacks. **First**, \(\ell_2\) distance is unstable to spatial perturbation of annotated points, because it can not metrize weak convergence (Genevay 2019; Sriperumbudur et al. 2012). For example, \(\ell_2(\delta_0, \delta_1/n)\) is the distance between two Dirac masses supported on 0 and 1, respectively. When \(v\) approaches infinity, a distance metricing weak convergence should equal to zero. However, \(\ell_2(\delta_0, \delta_1/n)\) is still equal to a non-zero constant \((\text{i.e., } \sqrt{2})\). Thus, even a small disturbance of annotated points could cause considerable changes in \(\ell_2\) distance. Specifically, weak convergence (Genevay 2019) is defined as follows: a measure \(\alpha_n\) weakly converges to \(\alpha\) \((\alpha_n \rightharpoonup \alpha)\) if and only if \(\int f(x)\,d\alpha_n = \int f(x)\,d\alpha\) for any continuous bounded function \(f\); a distance \(D\) metrizes weak convergence if and only if \(D(\alpha_n, \alpha) \to 0 \iff \alpha_n \rightharpoonup \alpha\). **Second**, \(\ell_2\) distance can only be applied to discrete measures with the same supports. To alleviate these two shortcomings, previous methods transform the point measure \(v\) to the pseudo-ground-truth density measure \(\tilde{\mu}\) which shares the same support \(\mathcal{X}\) with \(v\):

\[
\tilde{\mu} = \sum_{i=1}^{N} \tilde{\mu}_i \delta_{x_i}, \quad \tilde{\mu}_i = \sum_{j=1}^{M} \mathcal{N}(x_i; y_j, \sigma^2 1_{2 \times 2}),
\]

where \(\mathcal{N}(x_i; y_j, \sigma^2 1_{2 \times 2})\) is the Gaussian distribution whose mean is \(y_j\) and variance is \(\sigma\). The density-to-density regression method is defined as follows:

\[
\ell_2^2(u, \tilde{\mu}) = \sum_{i=1}^{N} (u_i - \tilde{\mu}_i)^2.
\]

Although the use of pseudo-ground-truth density maps can stabilize \(\ell_2\) distance to some extent, it is just palliative and even brings new problems. First, there is no theoretical guide to determine the size of the Gaussian kernel. Second, Gaussian smoothing will reduce the location precision of points. In this paper, we try to solve this problem from the root cause, i.e., directly minimize the distance between predicted density maps and ground-truth point annotations. The appropriate distance should allow input measures with different supports and unequal total mass as well as metrize weak convergence. Unbalanced optimal transport (UOT) distance is proved to meet all the requirements (Chizat 2017). In the following sections, we first review the basics of UOT, then introduce an efficient optimization algorithm based on its semi-dual regularized formulation.

### 3.3 Learning to Count via UOT

**Preliminary.** Optimal transport (OT) represents the minimum cost when pushing the mass in measure \(u\) to match that in measure \(v, u \in \mathcal{M}_+(\mathcal{X})\) and \(v \in \mathcal{M}_+(\mathcal{Y})\). \(\mathcal{M}_+(\mathcal{X})\) represents the space of non-negative finite random measures on support \(\mathcal{X}\), and \(\pi \in \mathcal{M}_+(\mathcal{X} \times \mathcal{Y})\) is a random non-negative measure on the product space. The Kantorovich formulation of OT is defined by:

\[
W(u, v) = \sup_{\pi \in \mathcal{M}_+(\mathcal{X} \times \mathcal{Y})} \int_{\mathcal{X} \times \mathcal{Y}} c(x, y)\,d\pi(x, y),
\]

subject to \(\pi = \sum_{i,j} \pi_{i,j} \delta_{x_i} \otimes \delta_{y_j} = u \otimes v\),

where \(c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}^+\) is the lower semi-continuous cost function, \(\pi \) is the joint measure having \(u\) and \(v\) as its marginals. \(\mathcal{P}^X(u, v)\) is the projection map. \# represents the push forward operator.

One major limitation of OT is the total mass of the input measures should be equal, otherwise, there is no feasible solution. It means that OT can not handle total mass variations. Therefore, we adopt unbalanced optimal transport (UOT) allows mass change during transportation:

\[
W^\text{ub}(u, v) = \sup_{\pi \in \mathcal{M}_+(\mathcal{X} \times \mathcal{Y})} \int_{\mathcal{X} \times \mathcal{Y}} c(x, y)\,d\pi(x, y) + \mathcal{F}_\varphi(P^X_\# \pi | u) + \mathcal{F}_\varphi(P^Y_\# \pi | v).
\]

As can be seen, the hard marginal constraints of OT are replaced by the “soft” marginal divergence penalty \(\mathcal{F}_\varphi\):

\[
\mathcal{F}_\varphi(\rho | u) = \int_{\mathcal{X}} \varphi(\rho | x)\,d\mu(x) \quad \text{if } \rho \ll u,
\]

\[
\infty \quad \text{otherwise}
\]

where \(\varphi : [0, \infty) \to [0, \infty)\) is a convex and lower semi-continuous function with \(\lim_{\rho \to \infty} \varphi(\rho) = \infty\) and \(\varphi(0) = 0\). \(\rho \ll u\) indicates the measure \(\rho\) is absolutely continuous w.r.t. the measure \(u\). Obviously, classical OT is a special case of UOT when we set \(\varphi(\rho | u) = 0\) if \(\rho = u\) and \(\infty\) for otherwise.

**Semi-dual Regularized Optimization Algorithm.** To calculate the UOT distance efficiently, we introduce an entropic regularizer (Cuturi 2013), which results in a smoothed transport map and a convex problem.

The primal formulation of regularized UOT on discrete measures is defined as follows:

\[
W^\text{ub}(u, v) = \min_{\pi \in \mathcal{R}^+_N \times \mathcal{M}} \mathcal{E}(\pi, u, v),
\]

\[
\mathcal{E}(\pi, u, v) = \sum_{i=1}^{N} \sum_{j=1}^{M} \mathcal{F}_\varphi(\pi \# \delta_{x_i} | u) + \mathcal{F}_\varphi(\pi \# \delta_{y_j} | v) - \mathcal{H}(\pi),
\]

where \(\mathcal{H}(\pi) = -\sum_{i=1}^{N} \sum_{j=1}^{M} (\pi_{i,j} \ln \pi_{i,j} - \pi_{i,j} + 1)\),
The semi-dual formulation is an unconstrained, differentiable optimization problem. Therefore, it can be solved by gradient-descent based algorithms. Specifically, we adopt L-BFGS quasi-Newton method (Liu and Nocedal 1989) in our experiments. The relationship between the primal and the semi-dual formulation is given by: $\hat{\pi}_{i,j} = \exp \frac{\delta_i^\epsilon + \delta_j^\epsilon - c(x_i, y_j)}{\epsilon}$, where $\delta^\epsilon$ and $\alpha^\epsilon$ are the optimal solutions of the semi-dual formulation. We visualize the predicted density map and the transport map in Fig. 1. As can be seen, the transport map is jointly determined by the predicted density map and the annotated points.

Finally, we propose a measure regression algorithm based on semi-dual regularized UOT (Eq. (7)), which alternatively optimizes the random variable $\beta$ to find the optimal transport and the density regressor’s parameter $\theta$ to minimize $W_{e}^{ub}(u,v)$. Intuitively, mass of predicted density measures is adjusted and pushed to annotated points. Details of the algorithm are shown in Algorithm 1. When there are no point annotations in the image, we directly regress the total mass of the predicted density map to zero.

\begin{algorithm}[ht]
\caption{Unbalanced Optimal Transport From Density Predictions to Point Annotations}
\begin{algorithmic}
\State \textbf{Input:} current training step $t$, density estimator $U$ with parameter $\theta$, input image $I$ with the ground-truth point measure $v$
\State \textbf{Output:} optimized density estimator $U$ with parameter $\hat{\theta}$
\State Initialize $\theta^{(1)}$;
\For{$t = 1, \ldots, T$}
\State $u^{(t)} = U_{\theta^{(t)}}(I^{(t)})$;
\State Initialize $k = 1$, $\beta^{(t,k)} = \Theta_{M^k}$;
\State $\Theta_{M^k} \in \mathbb{R}^{M^k}$ is a zero vector
\Repeat
\State $G^{(t,k)} = G(\beta^{(t,k)}, u^{(t)}, v^{(t)})$;
\State \textbf{// Maximize} $G$ by optimizing $\beta$
\State Update $\beta^{(t,k+1)}$ using L-BFGS;
\State Update $k := k + 1$;
\Until{$G^{(t,k)}$ has converged};
\State $\hat{\beta}^{(t)} = \beta^{(t,k)}$, $W_{e}^{ub} = G(\beta^{(t)}, u^{(t)}, v^{(t)})$;
\State \textbf{// Minimize} $W_{e}^{ub}$ by optimizing $\theta$
\State Update $\theta^{(t+1)}$ using Adam;
\EndFor
\State \textbf{return} $\hat{\theta} = \theta^{(t+1)}$
\end{algorithmic}
\end{algorithm}

In our experiments, we adopt the Kullback-Leibler (KL) divergance as the penalty function:

$$\varphi(x) = \begin{cases} x \ln(x) - x + 1 & x > 0 \\ 1 & x = 0 \end{cases} \quad \varphi^*(z) = e^z - 1.$$ 

(10)

And we adopt the $p$-norm distance between the positions of annotated points and the positions of pixels of the density map as the cost function:

$$c(x_i, y_j) = \ell_p(x_i, y_j).$$

(11)

Figure 1: Visualization of density maps and transport maps. (a) and (c) are the predicted density maps in the Epoch 1 and the Epoch 100, respectively, and (b) and (d) are their corresponding transport maps. For visualization of density maps, the warmer color represents the higher density value. For visualization of transport maps, annotated points are in black, and each person is assigned with a unique color. The color of each pixel is determined by its maximum transport target, and the brightness is determined by the corresponding value. As can be seen, the transport map is jointly determined by the predicted density map and the annotated points.
4 Experimental Results

We conduct extensive experiments on the four largest crowd counting benchmarks to verify the effectiveness of the proposed method on both counting and localization tasks. We also study the impacts of different cost functions and marginal divergence penalties.

4.1 Implement Detail

We adopt the same network structure (VGG-19 truncated at the last pooling layer) used in Bayesian loss (BL) (Ma et al. 2019). For optimization, we set the learning rate of L-BFGS and Adam to 1.0 and $10^{-5}$, respectively, and $\varepsilon$ to 0.01. The principle to set $\varepsilon$ is simple. A smaller $\varepsilon$ leads to a closer approximation to the original UOT, but the convergence speed is slower. Therefore, $\varepsilon$ should be as small as possible when the convergence rate is acceptable. We find that the convergence rate is too slow when $\varepsilon \leq 0.001$, then we choose a moderate value, 0.01. Random crop and random horizontal flip are applied to augment input images. All the experiments are conducted on a single GPU card (Pascal Titan X), and our code is implemented with Pytorch.

4.2 Datasets

ShanghaiTech (Zhang et al. 2016), UCF-QNRF (Idrees et al. 2018), JHU-CROWD++ (Sindagi, Yasarla, and Patel 2020), NWPU-CROWD (Wang et al. 2020b), which are currently the largest and most diverse datasets, are used throughout our experiments.

ShanghaiTech (Zhang et al. 2016) consists of Part A and Part B. Part A is composed of 482 images scraped from the Web, with 244,167 point annotations. The training set includes 300 images and the remaining 182 images are used for testing. Part B contains 716 fixed-resolution images taken from busy streets, with 88,498 point annotations. There are 400 images for training and the remaining 316 for testing.

UCF-QNRF (Idrees et al. 2018) contains 1,535 high-resolution images scraped from the Web, with 1.25 million point annotations. The training set includes 1,201 images and the remaining 334 images are used for testing.

JHU-CROWD++ (Sindagi, Yasarla, and Patel 2020) consists of 4,372 images with 1.51 million annotations. There are 2,272 images for training, 500 images for validation, and 1,600 images for testing. This dataset collects images under diverse scenarios and environmental conditions, such as different weather and illumination.

NWPU-CROWD (Wang et al. 2020b) contains 5,109 images with 2.13 million annotations. There are 3,109 images for training, 500 images for validation, and 1,500 images for testing. This dataset introduces 351 distractors (scenes without people), which are similar to congested crowd scenes in terms of texture features.

4.3 Evaluation Metrics

Counting and localization are two critical tasks for crowd analysis. We evaluate both to compare different methods comprehensively.

4.4 Counting Evaluation

Comparison with baseline methods. We fairly compare three training algorithms with the same network structure (VGG-19), i.e., $l_2$ (density-to-density), BL (density-to-count), and UOT (density-to-point). The generation of pseudo-ground-truth density maps follows previous methods (Zhang et al. 2016; Wang et al. 2020b). Results of $l_2$ and BL are reported from (Ma et al. 2019; Sindagi, Yasarla, and Patel 2020; Wang et al. 2020b). As shown in Table 1, UOT consistently outperforms the other two training methods on all benchmark datasets, which strongly proves the effectiveness of our method. Compared to the previous state-of-the-art training method BL, UOT reduces MAE and MSE by 17.6 and 66.7, respectively, on NWPU-CROWD.

Comparison with state-of-the-art methods. We extensively compare UOT with other state-of-the-art methods on four largest benchmark datasets. Their code has been officially released or reproduced by third parties. Experimental results are illustrated in Tab. 2-4, and the highlights can be summarized as follows: 1) UOT achieves the most advanced

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NWPU-CROWD</th>
<th>JHU-CROWD++</th>
<th>UCF-QNRF</th>
<th>ShanghaiTech, A</th>
<th>ShanghaiTech, B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>MSE</td>
<td>MAE</td>
<td>MSE</td>
<td>MAE</td>
</tr>
<tr>
<td>BL</td>
<td>120.7</td>
<td>463.5</td>
<td>111.7</td>
<td>304.5</td>
<td>106.6</td>
</tr>
<tr>
<td>UOT</td>
<td>87.8</td>
<td>387.5</td>
<td>60.6</td>
<td>252.7</td>
<td>83.3</td>
</tr>
</tbody>
</table>

Table 1: Comparisons with baseline methods sharing the same backbone (VGG-19).
Figure 2: Visualization of density maps and localization results. The first row: input images; The second row: predicted density maps; The third row: predicted locations of people (denoted by green points).

<table>
<thead>
<tr>
<th>Category</th>
<th>Overall</th>
<th>Low</th>
<th>Median</th>
<th>High</th>
<th>Weather</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>MSE</td>
<td>MAE</td>
<td>MSE</td>
<td>MAE</td>
</tr>
<tr>
<td>MCNN (Zhang et al. 2016)</td>
<td>188.9</td>
<td>483.4</td>
<td>97.1</td>
<td>192.3</td>
<td>121.4</td>
</tr>
<tr>
<td>CSRNet (Li, Zhang, and Chen 2018)</td>
<td>85.9</td>
<td>309.2</td>
<td>27.1</td>
<td>64.9</td>
<td>43.9</td>
</tr>
<tr>
<td>SANET (Cao et al. 2018)</td>
<td>91.1</td>
<td>320.4</td>
<td>17.3</td>
<td>37.9</td>
<td>46.8</td>
</tr>
<tr>
<td>CAN (Liu, S., and F. 2019)</td>
<td>100.1</td>
<td>314.0</td>
<td>37.6</td>
<td>78.8</td>
<td>56.4</td>
</tr>
<tr>
<td>SFCN (Wang et al. 2019)</td>
<td>77.5</td>
<td>297.6</td>
<td>16.5</td>
<td>55.7</td>
<td>38.1</td>
</tr>
<tr>
<td>DSSINet (Liu et al. 2019a)</td>
<td>133.5</td>
<td>416.5</td>
<td>53.6</td>
<td>112.8</td>
<td>70.3</td>
</tr>
<tr>
<td>MBTBF (Sindagi and Patel 2019)</td>
<td>81.8</td>
<td>299.1</td>
<td>19.2</td>
<td>58.8</td>
<td>41.6</td>
</tr>
<tr>
<td>LSC-CNN (Sam et al. 2020)</td>
<td>112.7</td>
<td>454.4</td>
<td>10.6</td>
<td>31.8</td>
<td>34.9</td>
</tr>
<tr>
<td>BL (Ma et al. 2019)</td>
<td>75.0</td>
<td>299.9</td>
<td>9.5</td>
<td>28.1</td>
<td>30.0</td>
</tr>
<tr>
<td>CG-DRCN-CC (Sindagi, Yasrala, and Patel 2020)</td>
<td>71.0</td>
<td>278.6</td>
<td>14.0</td>
<td>42.8</td>
<td>35.0</td>
</tr>
<tr>
<td>UOT</td>
<td>60.5</td>
<td>252.7</td>
<td>11.2</td>
<td>26.2</td>
<td>28.7</td>
</tr>
</tbody>
</table>

Table 2: Counting results on JHU-CROWD++. JHU-CROWD++ divides test set into following fine-grained subsets: (1) Low: images with 0 to 50 people, (2) Medium: images with 51 to 500 people, (3) High: images containing more than 500 people, and (4) Weather: degraded images.
### Table 3: Counting results on NWPU-CROWD. NWPU-CROWD divides test set into following fine-grained subsets: (1) $S_0$: images without people, but containing textures similar to the crowd. (2) $S_1$: images with 1 to 100 people, (3) $S_2$: images with 101 to 500 people, (4) $S_3$: images with 501 to 5000 people, and (5) $S_4$: images containing more than 5000 people. There are three more subsets based on images' average luminance values in the YUV color space, which are, (6) $L_0$: luminance value between $[0, 0.25]$, (7) $L_1$: luminance value between $(0.25, 0.5]$, and (8) $L_2$: luminance value between $(0.5, 0.75]$.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>PartA</th>
<th>PartB</th>
<th>UCF-QNRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>MAE</td>
<td>MSE</td>
<td>NAE</td>
</tr>
<tr>
<td>MCNN (Zhang et al. 2016)</td>
<td>110.2</td>
<td>173.2</td>
<td>26.4</td>
</tr>
<tr>
<td>SWITCH-CNN (Babu Sam 2017)</td>
<td>90.4</td>
<td>135.0</td>
<td>21.6</td>
</tr>
<tr>
<td>CAN (Liu, S., and F. 2019)</td>
<td>62.3</td>
<td>100.0</td>
<td>7.8</td>
</tr>
<tr>
<td>SFCN (Wang et al. 2019a)</td>
<td>64.8</td>
<td>107.5</td>
<td>7.6</td>
</tr>
<tr>
<td>BL (Ma et al. 2019)</td>
<td>60.6</td>
<td>96.1</td>
<td>6.9</td>
</tr>
<tr>
<td>S-DCNN (Xiong et al. 2019)</td>
<td>62.8</td>
<td>101.8</td>
<td>7.7</td>
</tr>
<tr>
<td>ASNET (Jiang et al. 2020)</td>
<td>58.3</td>
<td>95.0</td>
<td>6.7</td>
</tr>
<tr>
<td>UOT</td>
<td>57.8</td>
<td>90.1</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>58.1</td>
<td>95.9</td>
<td>6.5</td>
</tr>
</tbody>
</table>

### Table 4: Counting results on ShanghaiTech and UCF-QNRF.

<table>
<thead>
<tr>
<th>Category</th>
<th>Overall</th>
<th>Sense Level (MAE)</th>
<th>Luminance (MAE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>MSE</td>
<td>NAE</td>
</tr>
<tr>
<td>MCNN (Zhang et al. 2016)</td>
<td>232.5</td>
<td>714.6</td>
<td>1.063</td>
</tr>
<tr>
<td>SANET (Cao et al. 2018)</td>
<td>190.6</td>
<td>491.4</td>
<td>0.991</td>
</tr>
<tr>
<td>DECIDENET (Liu et al. 2018b)</td>
<td>264.9</td>
<td>759.0</td>
<td>1.770</td>
</tr>
<tr>
<td>CSRNet (Li, Zhang, and Chen 2018)</td>
<td>121.3</td>
<td>387.8</td>
<td>0.604</td>
</tr>
<tr>
<td>CAN (Liu, S., and F. 2019)</td>
<td>106.3</td>
<td>386.5</td>
<td>0.295</td>
</tr>
<tr>
<td>SCAR (Gao, Wang, and Yuan 2019)</td>
<td>110.0</td>
<td>495.3</td>
<td>0.288</td>
</tr>
<tr>
<td>BL (Ma et al. 2019)</td>
<td>105.4</td>
<td>454.2</td>
<td>0.203</td>
</tr>
<tr>
<td>SFCN+ (Wang et al. 2020b)</td>
<td>105.7</td>
<td>424.1</td>
<td>0.254</td>
</tr>
<tr>
<td>UOT</td>
<td>87.8</td>
<td>387.5</td>
<td>0.185</td>
</tr>
</tbody>
</table>

Table 5: Localization results on UCF-QNRF.

<table>
<thead>
<tr>
<th>Method</th>
<th>AP</th>
<th>AR</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCNN (Zhang et al. 2016)</td>
<td>59.9%</td>
<td>63.50%</td>
<td>61.66%</td>
</tr>
<tr>
<td>ResNet74 (He et al. 2016)</td>
<td>61.60%</td>
<td>66.90%</td>
<td>64.14%</td>
</tr>
<tr>
<td>DENSENET63 (Huang et al. 2017)</td>
<td>70.91%</td>
<td>58.10%</td>
<td>63.87%</td>
</tr>
<tr>
<td>CL-CNN (Iredes et al. 2018)</td>
<td>75.80%</td>
<td>59.75%</td>
<td>66.82%</td>
</tr>
<tr>
<td>BL (Ma et al. 2019)</td>
<td>66.85%</td>
<td>75.36%</td>
<td>70.85%</td>
</tr>
<tr>
<td>$\ell_2$</td>
<td>74.75%</td>
<td>64.96%</td>
<td>69.33%</td>
</tr>
<tr>
<td>UOT</td>
<td>71.41%</td>
<td>78.41%</td>
<td>74.75%</td>
</tr>
</tbody>
</table>

Table 6: Effects of different cost functions and penalties on crowd counting (UCF-QNRF).

Quadratic (QR) divergence besides KL divergence:

$\varphi(x) = (x - 1)^2$, $\varphi^*(z) = \begin{cases} 
\frac{z^2}{4} + z & z \geq -2 \\
-1 & z < -2 
\end{cases}$

(13)

Results in Tab. 6 show that $\ell_2$ distance with KL divergence achieves the best performance, and we use this combination in other experiments. It also proves that global transport is better than local transport on crowd counting.

### 5 Conclusions and Future Work

In this paper, we formulate crowd counting as a measure regression problem, which directly minimizes unbalanced optimal transport distance between predicted density maps and ground-truth point annotations. We also propose an efficient optimization algorithm based on UOT's semi-dual regularized formulation. This solution is straightforward and does not need to introduce any assumptions or other objective functions. Extensive experiments prove the effectiveness of this method on both crowd counting and localization. A promising direction for future work is to adapt this method to other applications with point supervision, such as landmark detection and pose estimation.
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