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Abstract

Recent developments in deep learning techniques have motivated intensive research in machine learning-aided stock trading strategies. However, since the financial market has a highly non-stationary nature hindering the application of typical data-hungry machine learning methods, leveraging financial inductive biases is important to ensure better sample efficiency and robustness. In this study, we propose a novel method of constructing a portfolio based on predicting the distribution of a financial quantity called residual factors, which is known to be generally useful for hedging the risk exposure to common market factors. The key technical ingredients are twofold. First, we introduce a computationally efficient extraction method for the residual information, which can be easily combined with various prediction algorithms. Second, we propose a novel neural network architecture that allows us to incorporate widely acknowledged financial inductive biases such as amplitude invariance and time-scale invariance. We demonstrate the efficacy of our method on U.S. and Japanese stock market data. Through ablation experiments, we also verify that each individual technique contributes to improving the performance of trading strategies. We anticipate our techniques may have wide applications in various financial problems.

1 Introduction

Developing a profitable trading strategy is a central problem in the financial industry. Over the past decade, machine learning and deep learning techniques have driven significant advances across many application areas (Devlin et al. 2019; Graves, Mohamed, and Hinton 2013), which inspired investors and financial institutions to develop machine learning-aided trading strategies (Wang et al. 2019; Choudhry and Garg 2008; Shah 2007). However, it is believed that forecasting the nature of financial time series is essentially a difficult task (Krauss, Do, and Huck 2017). In particular, the well-known efficient market hypothesis (Malkiel and Fama 1970) claims that no single trading strategy could be permanently profitable because the dynamics of the market changes quickly. At this point, the financial market is significantly different from stationary environments typically assumed by most machine learning/deep learning methods.

Generally speaking, a good way for deep learning methods to adapt quickly to the given environment is to introduce a network architecture that reflects a good inductive bias for the environment. The most prominent examples for such architectures include convolutional neural networks (CNNs) (Krizhevsky, Sutskever, and Hinton 2012) for image data and long short-term memories (LSTMs) (Hochreiter and Schmidhuber 1997) for general time series data. Therefore, a natural question to ask is what architecture is effective for processing financial time series.

In finance, researchers have proposed various trading strategies and empirically studied their effectiveness. Hence, it is reasonable to seek architectures inspired by empirical findings in financial studies. In particular, we consider the following three features in the stock market.

1.1 Hedging Exposures to Common Market Factors

Many empirical studies on stock returns are described in terms of factor models (e.g., Fama and French 1992, 2015). These factor models express the return of a certain stock $i$ at time $t$ as a linear combination of $K$ factors plus a residual term:

$$r_{i,t} = \sum_{k=1}^{K} \beta^{(k)}_{i,t} f^{(k)}_{t} + \epsilon_{i,t}. \quad (1)$$

Here, $f^{(1)}_{t}, \ldots, f^{(K)}_{t}$ are the common factors shared by multiple stocks $i \in \{1, \ldots, S\}$, and the residual factor $\epsilon_{i,t}$ is specific to each individual stock $i$. Therefore, the common factors correspond to the dynamics of the entire stock market or industries, whereas the residual factors convey some firm-specific information.

In general, if the return of an asset has a strong correlation to the market factors, the asset exhibits a large exposure to the risk of the market. For example, it is known that a classical strategy based on the momentum phenomenon ( Jegadeesh and Titman 1993) is correlated to the Fama–French factors (Fama and French 1992, 2015), which exhibited negative returns around the credit crisis of 2008 (Calomiris, Love, and Peria 2010; Szado 2009). On the other hand, researchers found that trading strategies based on the residual factors can be robustly profitable because such strategies can hedge out the time-varying risk exposure to
the market factor (Blitz, Huij, and Martens 2011; Blitz et al. 2013). Therefore, to develop trading strategies that are robust to structural changes in the market, it is reasonable to consider strategies based on residual factors.

A natural way to remove the market effect and extract the residual factors is to leverage linear decomposition methods such as principal component analysis (PCA) and factor analysis (FA). In the context of training deep learning-based strategies, it is expected to be difficult to learn such decomposition structures only from the observed data. One possible reason is that the learned strategies can be biased toward using information about market factors because the effect of market factors are dominant in many stocks (Pasini 2017). Hence, in order to utilize the residual factors, it is reasonable to implement a decomposition-like structure explicitly within the architecture.

1.2 Designing Architectures for Scale Invariant Time Series

When we address a certain prediction task using a neural network-based approach, an effective choice of neural network architecture typically hinges on patterns or invariances in the data. For example, CNNs (LeCun et al. 1999) take into account the shift-invariant structure that commonly appears in image-like data. From this perspective, it is important to find invariant structures that are useful for processing financial time series.

As candidates of such structures, there are two types of invariances known in financial literature. First, it is known that a phenomenon called volatility clustering is commonly observed in financial time series (Lux and Marchesi 2000), which suggests an invariance structure of a sequence with respect to its volatility (i.e., amplitude). Second, there is a hypothesis that sequences of stock prices have a certain time-scale invariance property known as the fractal structure (Peters 1994). We hypothesize that incorporating such invariances into the network architecture is effective at accelerating learning from financial time series data.

1.3 Constructing Portfolios via Distributional Prediction

Another important problem is how to convert a given prediction of the returns into an actual trading strategy. In finance, there are several well-known trading strategies. To name a few, the momentum phenomenon (Jegadeesh and Titman 1993) suggests a strategy that bets the current market trend, while the mean reversion (Peterba and Summers 1988) suggests another strategy that assumes that the stock returns moves toward the opposite side of the current direction. However, as suggested by the construction, the momentum and the reversal strategies are negatively correlated to each other, and it is generally unclear which strategy is effective for a particular market. On the other hand, modern portfolio theory (Markowitz 1952) provides a framework to determine a portfolio from distributional properties of asset prices (typically means and variances of returns). The resulting portfolio is unique in the sense that it has an optimal trade-off of returns and risks under some predefined conditions. From this perspective, distributional prediction of returns can be useful to construct trading strategies that can automatically adapt to the market.

1.4 Summary of Contributions

- We propose a novel method to extract residual information, which we call the spectral residuals. The spectral residuals can be calculated much faster than the classical factor analysis-based method without losing the ability to hedge out exposure to the market factors. Moreover, the spectral residuals can easily be combined with any prediction algorithms.
- We propose a new system for distributional prediction of stock prices based on deep neural networks. Our system involves two novel neural network architectures inspired by well-known invariance hypotheses on financial time series. Predicting the distributional information of returns allows us to utilize the optimal portfolio criteria offered by modern portfolio theory.
- We demonstrate the effectiveness of our proposed methods on real market data.

The supplementary material can be found in the extended version of our paper available on arXiv (Imajo et al. 2020). In the supplementary material, we also include appendices which contain detailed mathematical formulations and experimental settings, theoretical analysis, and additional experiments.

2 Preliminaries

2.1 Problem Setting

Our problem is to construct a time-dependent portfolio based on sequential observations of stock prices. Suppose that there are S stocks indexed by symbol i. The observations are given as a discrete time series of stock prices \( p_t^{(i)} = (p_{1}^{(i)}, p_{2}^{(i)}, \ldots, p_{T}^{(i)}, \ldots) \). Here, \( p_{t}^{(i)} \) is the price of stock \( i \) at time \( t \). We mainly consider the return of stocks instead of their raw prices. The return of stock \( i \) at time \( t \) is defined as:

\[ r_t^{(i)} = \frac{p_{t+1}^{(i)} - p_t^{(i)}}{p_t^{(i)}}. \]

A portfolio is a (time-dependent) vector of weights over the stocks \( b_t = (b_{t}^{(1)}, b_{t}^{(2)}, \ldots, b_{t}^{(S)}) \), where \( b_{t}^{(i)} \) is the volume of the investment on stock \( i \) at time \( t \) satisfying \( \sum_{i=1}^{S} |b_{t}^{(i)}| = 1 \). A portfolio \( b_t \) is understood as a particular trading strategy, that is, \( b_{t}^{(i)} > 0 \) implies that the investor takes a long position on stock \( i \) with amount \( |b_{t}^{(i)}| \) at time \( t \), and \( b_{t}^{(i)} < 0 \) means a short position on the stock.

Given a portfolio \( b_t \), its overall return \( R_t \) at time \( t \) is given as \( R_t := \sum_{i=1}^{S} b_{t}^{(i)} r_{t}^{(i)} \). Then, given the past observations of individual stock returns, our task is to determine the value of \( b_t \) that optimizes the future returns.

An important class of portfolios is the zero-investment portfolio defined as follows.

**Definition 1** (Zero-Investment Portfolio). A zero-investment portfolio is a portfolio whose buying position and selling position are evenly balanced, i.e., \( \sum_{i=1}^{S} b_{t}^{(i)} = 0 \).
In this paper, we restrict our attention to trading strategies that output zero-investment portfolio. This assumption is sensible because a zero-investment portfolio requires no equity and thus encourages a fair comparison between different strategies.

In practice, there can be delays between the observations of the returns and the actual execution of the trading. To account for this delay, we also adopt the delay parameter \( d \) in our experiments. When we trade with a \( d \)-day delay, the overall return should be \( R_t := R_t^d = \sum_{i=1}^{S} b_i^{(i)} r_t^{(i)} \).

### 2.2 Concepts of Portfolio Optimization

According to modern portfolio theory (Markowitz 1952), investors construct portfolios to maximize expected return under a specified level of acceptable risk. The standard deviation is commonly used to quantify the risk or variability of investment outcomes, which measures the degree to which a stock’s annual return deviates from its long-term historical average (Kintzel 2007).

The Sharpe ratio (Sharpe 1994) is one of the most referenced risk/return measures in finance. It is the average return earned in excess of the risk-free rate per unit of volatility. The Sharpe ratio is calculated as \( \frac{R_p - R_f}{\sigma_p} \), where \( R_p \) is the return of portfolio, \( \sigma_p \) is the standard deviation of the portfolio’s excess return, and \( R_f \) is the return of a risk-free asset (e.g., a government bond). For a zero-investment portfolio, we can always omit \( R_f \) since it requires no equity (Mitra 2009).

In this paper, we adopt the Sharpe ratio as the objective for our portfolio construction problem. Since we cannot always obtain an estimate of the total risk beforehand, we consider sequential maximization of the Sharpe ratio of the next period. Once we predict the mean vector and the covariance matrix of the population of future returns, the optimal portfolio \( b^* \) can be solved as \( b^* = \lambda^{-1} \Sigma^{-1} \mu \), where \( \lambda \) is a predefined parameter representing the relative risk aversion, \( \Sigma \) is the estimated covariance matrix, and \( \mu \) is the estimated mean vector (Kan and Zhou 2007). Therefore, predicting the mean and the covariance is essential to construct risk averse portfolios.

### 3 Proposed System

In this section, we present the details of our proposed system, which is outlined in Figure 1. Our system consists of three parts. In the first part (i), the system extracts residual information to hedge out the effects of common market factors. To this end, in Section 3.1, we introduce the spectral residual, a novel method based on spectral decomposition. In the second part (ii), the system predicts future distributions of the spectral residuals using a neural network-based predictor. In the third part (iii), the predicted distributional information is leveraged for constructing optimal portfolios. We will outline these procedures in Section 3.2. Additionally, we introduce a novel network architecture that incorporates well-known financial inductive biases, which we explain in Section 3.3.

#### 3.1 Extracting Residual Factors

As mentioned in the introduction, we focus on developing trading strategy based on the residual factors, i.e., the information remaining after hedging out the common market factors. Here, we introduce a novel method to extract the residual information, which we call the spectral residual.

**Definition of the spectral residuals** First, we introduce some notions from portfolio theory. Let \( r \) be a random vector with zero mean and covariance \( \Sigma \in \mathbb{R}^{S \times S} \), which represents the returns of \( S \) stocks over the given investment horizon. Since \( \Sigma \) is symmetric, we have a decomposition \( \Sigma = V \Lambda V^\top \), where \( V = [v_1, \ldots, v_S] \) is an orthogonal matrix and \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_S) \) is a diagonal matrix of the eigenvalues. Then, we can create a new random vector as \( \tilde{r} = V^\top r \) such that the coordinate variables \( \tilde{r}_i = v_i^\top r \) are mutually uncorrelated. In portfolio theory, \( \tilde{r}_i \)'s are called principal portfolios (Partovi and Caputo 2004). Principal portfolios have been utilized in “risk parity” approaches to diversify the exposures to the intrinsic source of risk in the market (Meucci 2009).

Since the volatility (i.e., the standard deviation) of the \( i \)-th principal portfolio is given as \( \sqrt{\lambda_i} \), the raw return sequence has large exposure to the principal portfolios with large eigenvalues. For example, the first principal portfolio can be seen as the factor that corresponds to the overall market (Meucci 2009). Therefore, to hedge out common market factors, a natural idea is to discard several principal portfolios with largest eigenvalues. Formally, we define the spectral residuals as follows.

---

1Note that \( b^* \) is derived as the maximizer of \( b^\top \mu - \frac{1}{2} b^\top \Sigma b \), where \( b^\top \mu \) and \( b^\top \Sigma b \) are the return and the risk of the portfolio \( b \), respectively.
Definition 2. Let $C (< S)$ be a given positive integer. We define the spectral residual $\tilde{e}$ as a vector obtained by projecting the raw return vector $r$ onto the space spanned by the principal portfolios with the smallest $S - C$ eigenvalues.

In practice, we calculate the empirical version of the spectral residuals as follows. Given a time window $H > 1$, we define a windowed signal $X_t$ as $X_t := [r_t-H, \ldots, r_{t-1}]$. We also denote by $\tilde{X}_t$ a matrix obtained by subtracting empirical means of row vectors from $X_t$. By the singular value decomposition (SVD), $\tilde{X}_t$ can be decomposed as

$$\tilde{X}_t = V_t \text{diag}(\sigma_1, \ldots, \sigma_S) U_t,$$

where $V_t$ is an $S \times S$ orthogonal matrix, $U_t$ is an $S \times H$ matrix whose rows are mutually orthogonal unit vectors, and $\sigma_1 \geq \cdots \geq \sigma_S$ are singular values. Note that $V_t^T \tilde{X}_t$ can be seen as the realized returns of the principal portfolios. Then, the (empirical) spectral residual at time $s (t-H \leq s \leq t-1)$ is computed as

$$\tilde{e}_s := A_t r_s,$$

where $A_t := V_t \text{diag}(0, \ldots, 0, 1, \ldots, 1) V_t^T$.

Relationship to factor models Although we defined the spectral residuals through PCA, they are also related to the generative model (1), and thus convey information about “residual factors” in the original sense.

In the finance literature, it has been pointed out that trading strategies depending only on the residual factor $\epsilon_i$ in (1) can be robust to structural changes in the overall market (Blitz, Huij, and Martens 2011; Blitz et al. 2013). While (1) can be robust to structural changes in the overall market depending only on the residual factors in the original sense.

Our next goal is to construct a portfolio based on the extracted information. To this end, we here introduce a method to forecast future distributions of the spectral residuals, and explain how we can convert the distributional features into executable portfolios.

3.2 Distributional Prediction and Portfolio Construction

Our next goal is to construct a portfolio based on the extracted information. To this end, we here introduce a method to forecast future distributions of the spectral residuals, and explain how we can convert the distributional features into executable portfolios.

Distributional prediction Given a sequence of past realizations of residual factors, $\tilde{\epsilon}_{i,t-H}, \ldots, \tilde{\epsilon}_{i,t-1}$, consider the problem of predicting the distribution of a future observation $\tilde{\epsilon}_{i,t}$. Our approach is to learn a functional predictor for the conditional distribution $p(\tilde{\epsilon}_{i,t} \mid \tilde{\epsilon}_{i,t-H}, \ldots, \tilde{\epsilon}_{i,t-1})$. Since our final goal is to construct the portfolio, we only use predicted means and covariances, and we do not need the full information about the conditional distribution. Despite this, fitting symmetric models such as Gaussian distributions can be problematic because it is known that the distributions of returns are often skewed (Cont 2000; Lin and Liu 2018). To circumvent this, we utilize quantile regression (Koenker 2005), an off-the-shelf nonparametric method to estimate conditional quantiles. Intuitively, if we obtain a sufficiently large number of quantiles of the target variable, we can reconstruct any distributional properties of that variable. We train a function $\psi$ that predicts several conditional quantile values, and convert its output into estimators of conditional means and variances. The overall procedure can be made to be differentiable, so we can incorporate it into modern deep learning frameworks.

Here, we provide the details of the aforementioned procedure. First, we give an overview for the quantile regression objective. Let $Y$ be a scalar-valued random variable, and $X$ be another random variable. For $\alpha \in (0, 1)$, an $\alpha$-th conditional quantile of $Y$ given $X = x$ is defined as

$$y(x; \alpha) := \inf \{ y' : P(Y \leq y' \mid X = x) \geq \alpha \}.$$  

It is known that $y(x; \alpha)$ can be found by solving the follow-
ing minimization problem

\[ y(x; \alpha) = \underset{y \in \mathbb{R}}{\text{argmin}} \mathbb{E}[\ell_\alpha(Y, y') \mid X = x], \]

where \( \ell_\alpha(y, y') \) is the pinball loss defined as

\[ \ell_\alpha(y, y') := \max\{(\alpha - 1)(y - y'), \alpha(y - y')\}. \]

For our situation, the target variable is \( y_t = \tilde{e}_{i,t} \) and the explanatory variable is \( x_t = (\tilde{e}_{i,t-H}, \ldots, \tilde{e}_{i,t-1})' \). We want to construct a function \( \psi : \mathbb{R}^H \rightarrow \mathbb{R} \) that estimate the conditional \( \alpha \)-quantile of \( y_t \). To this end, the quantile regression tries to solve the following minimization problem

\[ \min_{\psi} \mathbb{E}_{y_t, x_t}[\ell_\alpha(y_t, \psi(x_t))]. \]

Here, \( \mathbb{E}_{y_t, x_t} \) is understood as taking the empirical expectation with respect to \( y_t \) and \( x_t \) across \( t \). We should note that a similar application of the quantile regression to forecasting conditional quantiles of time series has been considered in (Biau and Patra 2011).

Next, let \( Q > 0 \) be a given integer, and let \( \alpha_j = j/Q \) \((j = 1, \ldots, Q - 1)\) be an equispaced grid of quantiles. We consider the problem of simultaneously estimating \( \alpha_j \)-quantiles by a function \( \psi : \mathbb{R}^H \rightarrow \mathbb{R} \) that estimate the \( \alpha \)-quantile of \( y_t \). We should note that a similar application of the quantile regression to forecasting conditional quantiles of time series has been considered in (Biau and Patra 2011).

Thus, we can convert any function class on the sphere into the class of positive homogeneous functions as follows. Let \( f \) be any function defined on the \( S^H \). For example, we can see that any linear functions and any ReLU neural networks with no bias terms are positive homogeneous. More generally, we can model the class of positive homogeneous functions as follows. Let \( \psi : S^H \rightarrow \mathbb{R}^{Q-1} \) be any function defined on the \( H - 1 \) dimensional sphere \( S^H = \{x \in \mathbb{R}^n : \|x\| = 1\} \). Then, we obtain a positive homogeneous function as

\[ \psi(x) = \|x\|\psi(x/\|x\|). \]

Thus, we can convert any function class on the sphere into the model of amplitude invariant predictors.

**Time-scale invariance** Second, we consider an invariance property with respect to time-scale. There is a well-known hypothesis that time series of stock prices have fractal structures (Peters 1994). The fractal structure refers to a self-similarity property of a sequence. That is, if we observe a single sequence in several different sampling rates, we cannot infer the underlying sampling rates from the shape of downscaled sequences. The fractal structure has been observed in several real markets (Cao, Cao, and Xu 2013; Mensi et al. 2018; Lee et al. 2018). See Remark 1 in Appendix A.2 for further discussion on this property.

To take advantage of the fractal structure, we propose a novel network architecture that we call fractal networks. The key idea is that we can effectively exploit the self-similarity by applying a single common operation to multiple subsequences with different resolutions. By doing so, we expect that we can increase sample efficiency and reduce the number of parameters to train.

Here, we give a brief overview of the proposed architecture, while a more detailed explanation will be given in Ap-
Our model consists of (a) the resampling mechanism and (b) two neural networks $\psi_1$ and $\psi_2$. The input-output relation of our model is described as the following procedure. First, given a single sequence $x$, the resampling mechanism $\text{Resample}(x, \tau)$ generates a sequence that corresponds to sampling rates specified by a scale parameter $0 < \tau \leq 1$. We apply $\text{Resample}$ procedure for $L$ different parameters $\tau_1 < \ldots < \tau_L = 1$ and generate $L$ sequences. Next, we apply a common non-linear transformation $\psi_1$ modeled by a neural network. Finally, by taking the empirical mean of these sequences, we aggregate the information on different sampling rates and apply another network $\psi_2$. To sum up, the overall procedure can be written in the following single equation

$$\psi(x) = \psi_2 \left( \frac{1}{T} \sum_{i=1}^{L} \psi_1(\text{Resample}(x, \tau_i)) \right). \quad (6)$$

4 Experiments

We conducted a series of experiments to demonstrate the effectiveness of our methods on real market data. In Section 4.1, we describe the details of the dataset and some common experimental settings used throughout this section. In Section 4.2, we test the validity of the spectral residual by a preliminary experiment. In Section 4.3, we evaluate the performance of our proposed system by experiments on U.S. market data. We also conducted similar experiments on Japanese market data and obtained consistent results. Due to the space limitation, we provide the entire results for Japanese market data in Appendix E.

4.1 Dataset Description and Common Settings

**U.S. market data** For U.S. market data, we used the daily prices of stocks listed in S&P 500 from January 2000 to April 2020. We used data before January 2008 for training and validation and the remainder for testing. We obtained the data from Alpha Vantage.

We used opening prices because of the following reasons. First, the trading volume at the opening session is larger than that at the closing session (Amihud and Mendelson 1987), which means that trading with opening prices is practically easier than trading with the closing prices. Moreover, a financial institution cannot trade a large amount of stocks during the closing period because it can be considered as an illegal action known as “banging the close”.

**Common experimental settings** We adopted the delay parameter $d = 1$ (i.e., one-day delay) for updating portfolios. We set the look-back window size as $H = 256$, i.e., all prediction models can access the historical stock prices up to preceding 256 business days. For other parameters used in the experiments, see Appendix C.3 as well.

**Evaluation metrics** We list the evaluation metrics used throughout our experiments.

- **Cumulative Wealth (CW)** is the total return yielded from the trading strategy: $\text{CW}_T := \prod_{t=1}^{T} (1 + R_t)$.

As mentioned in Section 2.2, we are mainly interested in ASR as the primary evaluation metric. AR and AVOL are auxiliary metrics for calculating ASR. While CW represents the actual profits, it often ignores the existence of large risk values. In addition to these, we also calculated some evaluation criteria commonly used in finance: Maximum Draw-Down (MDD), Calmar Ratio (CR), and Downside Deviation Ratio (DDR). For completeness, we provide precise definitions in Appendix C.1.

4.2 Validity of Spectral Residuals

As suggested in 3.1, the spectral residuals can be useful to hedge out the undesirable exposure to the market factors. To verify this, we compared the performances of trading strategies over (i) the raw returns, (ii) the residual factors extracted by the factor analysis (FA), and (iii) the spectral residuals.

For the FA, we fit the factor model (1) with $K = 30$ by the maximum likelihood method (Bartholomew, Knott, and Moustaki 2011) and extracted residual factors as the remaining part. For the spectral residual, we obtain the residual sequence by subtracting $C = 30$ principal components from the raw returns. We applied both methods to windowed data with length $H = 256$.

In order to be agnostic to the choice of training algorithms, we used a simple reversal strategy. Precisely, for the raw return sequence $r_t$, we used a deterministic strategy obtained simply by normalizing the negation of the previous observation $-r_{t-1}$ to be a zero-investment portfolio (see Appendix C.2 for the precise formula). We defined reversal strategies over residual sequences in similar ways.

Figure 2 shows the cumulative returns of reversal strategies performed on the Japanese market data. We see that the

![Figure 2: Cumulative returns of reversal strategies over raw returns, the FA residuals, and the spectral residuals. The reversal-based strategies are more robust against financial crises.](attachment:image.png)
reversal strategy based on the raw returns is significantly affected by several well-known financial crises, including the dot-com bubble crush in the early 2000s, the 2008 subprime mortgage crisis, and the 2020 stock market crush. On the other hand, two residual-based strategies seem to be more robust against these financial crises. The spectral residual performed similarly to the FA residual in cumulative returns. Moreover, in terms of the Sharpe ratio, the spectral residuals (\(= 2.86\)) performed better than the FA residuals (\(= 2.64\)).

Remarkably, the spectral residuals were calculated much faster than the FA residuals. In particular, we calculated both residuals using the entire dataset which contains records of all the stock prices for 5,000 days. For the PCA and the FA, we used implementations in the scikit-learn package (Pedregosa et al. 2011), and all the computation were run on 18 CPU cores of Intel Xeon Gold 6254 Processor (3.1 GHz). Then, extracting the spectral residuals took approximately 10 minutes, while the FA took approximately 13 hours.

### 4.3 Performance Evaluation of the Proposed System

We evaluated the performance of our proposed system described in Section 3 on U.S. market data. Corresponding results for Japanese market data are provided in Appendix E.

**Baseline Methods** We compare our system with the following baselines: (i) Market is the uniform buy-and-hold strategy. (ii) AR(1) is the AR(1) model with all coefficients being \(-1\). This can be seen as the simple reversal strategy. (iii) Linear predicts returns by ordinary linear regression based on previous \(H\) raw returns. (iv) MLP predicts returns by a multi-layer perceptron with batch normalization and dropout (Pal and Mitra 1992; Ioffe and Szegedy 2015; Srivastava et al. 2014). (v) SFM is one of state-of-the-art stock price prediction algorithms based on the State Frequency Memory RNNs (Zhang, Aggarwal, and Qi 2017).

Additionally, we compare our proposed system (DPO) with some ablation models, which are similar to DPO except for the following points.

- **DPO with No Quantile Prediction** (DPO-NQ) does not use the information of the full distributional prediction, but instead it outputs conditional means trained by the \(L_2\) loss.
- **DPO with No Fractal Network** (DPO-NF) uses a simple multi-layer perceptron instead of the fractal network.
- **DPO with No Volatility Normalization** (DPO-NV) does not use the normalization (5) in the fractal network.

**Performance on real market data** Figure 3 shows the cumulative wealth (CW) achieved in U.S. market. Table 1 shows the results for the other evaluation metrics presented in Section 4.1. For parameter \(C\) of the spectral residual, we used \(C = 10\), which we determined solely from the training data (see Appendix D.2 for details). Overall, our proposed method DPO outperformed the baseline methods in multiple evaluation metrics. Regarding the comparison against three ablation models, we make the following observations.

1. Effect of the distributional prediction. We found that introducing the distributional prediction significantly improved the ASR. While DPO-NQ achieved the best CW, DPO performed better in the ASR. It suggests that, without the variance prediction, DPO-NQ tends to pursue the returns without regard to taking the risks. Generally, we observed that DPO reduced the AVOL while not losing the AR.

<table>
<thead>
<tr>
<th>Baseline</th>
<th>ASR↑</th>
<th>AR↑</th>
<th>AVOL↓</th>
<th>DDR↑</th>
<th>CR↑</th>
<th>MDD↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market</td>
<td>+0.607</td>
<td>+0.130</td>
<td>0.215</td>
<td>+0.939</td>
<td>+0.263</td>
<td>0.496</td>
</tr>
<tr>
<td>AR(1) on SRes</td>
<td>+0.858</td>
<td>+0.021</td>
<td>0.025</td>
<td>+1.470</td>
<td>+0.295</td>
<td>0.072</td>
</tr>
<tr>
<td>Linear on SRes</td>
<td>+0.724</td>
<td>+0.017</td>
<td>0.024</td>
<td>+1.262</td>
<td>+0.298</td>
<td>0.059</td>
</tr>
<tr>
<td>MLP on SRes</td>
<td>+0.728</td>
<td>+0.022</td>
<td>0.030</td>
<td>+1.280</td>
<td>+0.283</td>
<td>0.077</td>
</tr>
<tr>
<td>SFM on SRes</td>
<td>+0.709</td>
<td>+0.019</td>
<td>0.026</td>
<td>+1.211</td>
<td>+0.323</td>
<td>0.058</td>
</tr>
<tr>
<td>DPO-NQ</td>
<td>+1.237</td>
<td>+0.032</td>
<td>0.026</td>
<td>+2.169</td>
<td>+0.499</td>
<td>0.063</td>
</tr>
<tr>
<td>DPO-NF</td>
<td>+1.284</td>
<td>+0.027</td>
<td>0.021</td>
<td>+2.347</td>
<td>+0.627</td>
<td>0.042</td>
</tr>
<tr>
<td>DPO-NV</td>
<td>+1.154</td>
<td>+0.030</td>
<td>0.026</td>
<td>+2.105</td>
<td>+0.562</td>
<td>0.053</td>
</tr>
<tr>
<td>DPO (Proposed)</td>
<td>+1.393</td>
<td>+0.030</td>
<td>0.021</td>
<td>+2.561</td>
<td>+0.656</td>
<td>0.045</td>
</tr>
</tbody>
</table>

Table 1: Performance comparison on U.S. market. All the methods except for Market are applied to the spectral residuals (SRes).
2. **Effect of the fractal network.** Introducing the fractal network architecture also improved the performance in multiple evaluation metrics. In both markets, we observed that the fractal network contributed to increasing the AR while keeping the AVOL, which is suggestive of the effectiveness of leveraging the financial inductive bias on the return sequence.

3. **Effect of the normalization.** We also saw the effectiveness of the normalization (5). Comparing DPO and DPO-NV, the normalization affected both the AR and the AVOL, resulting in the improvement in the ASR. This may occur because the normalization improves the sample efficiency by reducing the degrees of freedom of the model.

   To see the effect of the spectral residuals, we also evaluated our proposed method and the baseline methods on the raw stock returns. Figure 4 and Table 2 show the results. Compared to the corresponding results with spectral residual extraction, our proposed method and the baseline methods on the raw stock returns.

   Table 2: Performance comparison on U.S. market without spectral residual extraction.

<table>
<thead>
<tr>
<th>Method</th>
<th>ASR↑</th>
<th>AR↑</th>
<th>AVOL↓</th>
<th>DDR↑</th>
<th>CR↑</th>
<th>MDD↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR(1)</td>
<td>+0.212</td>
<td>+0.011</td>
<td>0.051</td>
<td>+0.355</td>
<td>+0.067</td>
<td>0.160</td>
</tr>
<tr>
<td>Linear</td>
<td>+0.304</td>
<td>+0.016</td>
<td>0.052</td>
<td>+0.485</td>
<td>+0.127</td>
<td>0.125</td>
</tr>
<tr>
<td>MLP</td>
<td>+0.261</td>
<td>+0.013</td>
<td>0.048</td>
<td>+0.424</td>
<td>+0.103</td>
<td>0.122</td>
</tr>
<tr>
<td>SFM</td>
<td>+0.264</td>
<td>+0.014</td>
<td>0.051</td>
<td>+0.428</td>
<td>+0.079</td>
<td>0.171</td>
</tr>
<tr>
<td>DPO-NQ</td>
<td>+0.405</td>
<td>+0.020</td>
<td>0.048</td>
<td>+0.655</td>
<td>+0.172</td>
<td>0.114</td>
</tr>
<tr>
<td>DPO-NF</td>
<td>+0.854</td>
<td>+0.034</td>
<td>0.040</td>
<td>+1.472</td>
<td>+0.436</td>
<td>0.078</td>
</tr>
<tr>
<td>DPO-NV</td>
<td>+0.542</td>
<td>+0.029</td>
<td>0.054</td>
<td>+0.922</td>
<td>+0.238</td>
<td>0.123</td>
</tr>
<tr>
<td>DPO</td>
<td>+0.874</td>
<td>+0.032</td>
<td>0.037</td>
<td>+1.485</td>
<td>+0.524</td>
<td>0.061</td>
</tr>
</tbody>
</table>

1. With the spectral residuals, AR(1) achieved the best ASR among the baseline methods (Table 1), which has not been observed on the raw return sequence (Table 2). This suggests that the spectral residuals encourage the reversal phenomenon (Poterba and Summers 1988) by suppressing the common market factors. Interestingly, without extracting the spectral residuals, the CWs are crossing during the test period, and no single baseline method consistently beats others (Figure 4). A possible reason is that the strong correlation between the raw stock returns increases the exposure to the common market risks.

2. We found that our network architectures are still effective on the raw sequences. In particular, DPO outperformed all the other methods in multiple evaluation metrics.

5 **Related Work**

5.1 **Factor Models and Residual Factors**

Trading based on factor models is one of the popular strategies for quantitative portfolio management (e.g., (Nakagawa, Uchida, and Aoshima 2018)). One of the best-known factor models is Fama and French (Fama and French 1992, 1993), and they put forward a model explaining returns in the US equity market with three factors: the market return factor, the size (market capitalization) factor and the value (book-to-market) factor.

Historically, residual factors are treated as errors in factor models (Sharpe 1964). However, (Blitz, Huij, and Martens 2011; Blitz et al. 2013) suggested that there exists predictability in residual factors. In modern portfolio theory, less correlation of investment returns enables to earn larger risk-adjusted returns (Markowitz 1952). Residual factors are less correlated than the raw stock returns by its nature. Consequently, (Blitz, Huij, and Martens 2011; Blitz et al. 2013) demonstrated that residual factors enable to earn larger risk-adjusted returns.

5.2 **Asset Price Prediction using Deep Learning**

With the recent advance of deep learning, various deep neural networks are applied to stock price prediction (Chen et al. 2019). Some deep neural networks for time series are also applied to stock price prediction (Fischer and Krauss 2018).

Compared to other classical machine learning methods, deep learning enables learning with fewer a priori representational assumptions provided with sufficient amount of data and computational resources. Even if data is insufficient, introducing inductive biases to a network architecture can still facilitate deep learning (Battaglia et al. 2018). Technical indicators are often used for stock prediction (e.g., (Metghalchi, Marcucci, and Chang 2012; Neely et al. 2014)), and (Li et al. 2019) used technical indicators as inductive biases of a neural network. (Zhang, Aggarwal, and Qi 2017) used a recurrent model that can analyze frequency domains so as to distinguish trading patterns of various frequencies.

6 **Conclusions**

We proposed a system for constructing portfolios. The key technical ingredients are (i) a spectral decomposition-based method to hedge out common market factors and (ii) a distributional prediction method based on a novel neural network architecture incorporating financial inductive biases. Through empirical evaluations on the real market data, we demonstrated that our proposed method can significantly improve the performance of portfolios on multiple evaluation metrics. Moreover, we verified that each of our proposed techniques is effective on its own, and we believe that our techniques may have wide applications in various financial problems.
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