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Abstract

Many idiomatic expressions can be interpreted literally or
figuratively, depending on the context in which they occur.
Developing an appropriate computational model of the con-
text is crucial for automatic idiom usage recognition. While
many existing methods incorporate some elements of con-
text, they have not sufficiently captured the interactions be-
tween the linguistic properties of idiomatic expressions and
the representations of the context. In this paper we perform an
in-depth exploration of the role of representations of the con-
text for idiom usage recognition; we highlight the advantages
and limitations of different representation choices in existing
methods in terms of known linguistic properties of idioms;
we then propose a supervised ensemble method that selects
representations adaptively for different idioms. Experimental
result suggests that the proposed method performs better for
a wider range of idioms than previous methods.

Introduction

A sophisticated natural language processing application
should be able to interpret figurative language. There has
been extensive work in both metaphor detection (Shutova
2010; Mason 2004) and idiom processing. While metaphors
are meant figuratively, an indiomatic expression may be in-
terpreted literally or figuratively, depending on the context in
which they occur. Our work focuses on discriminating these
two interpretations. This problem is challenging because id-
ioms do not conform to a set of linguistic patterns that can be
easily characterized. Idioms have varying degrees of context
diversity; some are only appropriate under specific situa-
tions (e.g., break the ice) while others might be more widely
applicable (e.g., rub it in). Idioms also vary in terms of their
semantic analyzability (Gibbs, Nayak, and Cutting 1989;
Cacciari and Levorato 1998; Nunberg, Sag, and Wasow
1994); some contain words that suggest their figurative in-
terpretations (e.g.,in the fast lane) while others are more dis-
similar (break a leg).

The local context of an idiom holds clues for discrim-
inating between its literal and figurative usages (Katz and
Giesbrecht 2006). We argue that in order to fully exploit the
information offered by the local context, an idiom usage rec-
ognizer ought to take the linguistic properties of the idioms
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into considerations. Although some previous works do make
use of local context, they have not sufficiently taken into ac-
count the impact of context diversity and semantic analyz-
ability.

We characterize representation choices into three cat-
egories: Lexical Representation (Rajani, Salinas, and
Mooney 2014; Birke and Sarkar 2006; Byrne, Fenlon,
and Dunnion 2013), Topical Representation (Li, Roth, and
Sporleder 2010; Peng, Feldman, and Vylomova 2014) and
Distributional Semantic Representation (Sporleder and Li
2009). Each has its own advantages and limitations. Con-
sequently, previous systems tend to perform better for some
idioms than others.

We hypothesize that a more flexible and adaptable rep-
resentation of the context is necessary to account for both
context diversity and semantic analyzability. We propose a
supervised ensemble approach for learning to adapt multiple
contextual representations for different idioms. Our studies
compare leading methods against a diverse set of idioms and
analyze the effects of contextual representations. We find
that by drawing knowledge from multiple representations
and adapting to different idioms, an automatic recognizer
can achieve better stability without loss of accuracy.

Literal vs. Figurative Interpretations of Idioms

Despite the common perception that an idiomatic expres-
sion is mainly used in its figurative sense, an analysis of 60
idioms has revealed that about half of them also have a clear
literal meaning (Fazly, Cook, and Stevenson 2009). In some
cases, the literal usage of an idiom may even be dominant
(Li and Sporleder 2009).The distinction between literal and
figurative usages is important for NLP applications. For ex-
ample, a machine translation system should translate break
the ice differently in the following two sentences:

(1) When they finally punched through the Arctic ice
cap just shy of the North Pole, it took them five hours
to break the ice off their submarine’s key hatches so
they could reach the fresh air.

(2) US President Barack Obama and Cuba’s Raul Cas-
tro will have a historic face-to-face encounter at the
Summit of the Americas this week, breaking the ice
after decades of glacial relations.
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People can easily identify the correct usage by the sur-
rounding context (e.g., Arctic, North Pole indicates a literal
usage), but this is hard to automate because there are many
type of linguistic cues. For example, while some figurative
usages of idioms co-occur with lexical cues (e.g., certain
prepositions appearing after break the ice), others may in-
volve selectional preferences (e.g., having an abstract entity
as the subject of play with fire) (Li and Sporleder 2010).
Moreover, additional factors such as an idiom’s context di-
versity and semantic analyzability also pose challenges for
automatic usage recognition.

Context Diversity: This measures how diversified the
context of an expression can be. For some, the figurative
or literal usages might be closely related to a small range
of topics. For example, the figurative use of break the ice is
not very diverse; it is often associated with political topics,
so its contexts are likely to contain words such as country,
nation, relation, and war. Other idioms, such as under the
microscope, might be used figuratively with a wider range
of topics. If an expression has a low degree of context diver-
sity, even a small set of training examples may be sufficient
for developing automatic usage recognizer. For expressions
with a very high degree of context diversity, however, su-
pervised learning may be impractical due to training data
sparsity.

Semantic Analyzability: This measures the extent to
which the meanings of the words forming an idiom con-
tribute to its figurative interpretation (Cacciari and Levo-
rato 1998). For idiom with a high degree of semantic ana-
lyzability, its figurative meaning is semantically close to its
constituent words, thus the overall figurative context would
also be close to its literal context. This could make the usage
recognition difficult for methods using distributional seman-
tics such as that of Sporleder and Li (2009).

Although idioms are well studied in the linguistics liter-
ature, their observed properties do not always translate to
ideas modeled by current computational methods. To the
best of our knowledge, this work is the first to quantitatively
analyze the impact of context diversity and semantic analyz-
ability from a computational perspective.

Representation of the Usage Context

The current methods that model context can be character-
ized into three categories: Lexical Representation, Topical
Representation and Distributional Semantic Representation.

Lexical Representation

A straightforward representation is to extract surface words
from the context. The assumption is that the contexts of an
expression used in the same way should have many words in
common. The exact range of the context varies from meth-
ods to methods. For example, Byrne, Fenlon, and Dunnion
(2013) extracted only the left and right boundary words of a
target phrase to train Naive Bayesian classifiers. On the other
hand, Rajani, Salinas, and Mooney (2014) extracted all non-
stop-words and used them as ”bag of words” features to train
a L2 regularized Logistic Regression (L2LR) classifier (Fan
et al. 2008)

One potential drawback for methods using Lexical Rep-
resentation is that shared context words are not very strong
indicators. Expressions with different usages may nonethe-
less share some words in common in their contexts; and con-
versely, even when two contexts do not share any common
words, an expression may still have the same usage. Another
drawback is that if an idiom has a high degree of context di-
versity, its contexts would contain too many surface words
for them to serve as reliable features.

Topical Representation

Instead of directly setting surface words as the feature space,
Topical Representation models a context as a point in an
idiomatic expression’s topic space. The assumption is that
even if an idiom is used in different contexts, if the contexts
have similar topics, their usage should be similar. One ex-
ample of a method in this category is the work of Li, Roth,
and Sporleder (2010), in which the context is represented as
a mixture over latent topics. Another example is the work
of Peng, Feldman, and Vylomova (2014), in which the con-
text is represented as a set of topic words extracted by Latent
Dirichlet Allocation (LDA) (Blei, Ng, and Jordan 2003).

An advantage of Topical Representation over Lexical
Representation is that it could filter out words that are un-
related to the main topics of the context. The discriminative
power of words in the context are different; Lexical Repre-
sentations generally treat all the words equally. Topical Rep-
resentation extracts the most critical words for the relevant
topics. It can be seen as a refined version of Lexical Repre-
sentation.

A possible drawback of Topical Representation is that it
might overlook some syntactic information which could be
used in the usage recognition for some idioms. For exam-
ple, a figurative usage for break the ice may be indicated by
the occurrence of the prepositions over or between after it
(Li and Sporleder 2010). These words are generally ignored
by methods using Topical Representations, whereas meth-
ods using Lexical Representation may include them. Also,
similar to Lexical Representation, the context diversity will
also influence the effectiveness of Topical Representation.

Distributional Semantic Representation

Methods using the previous two representations essentially
rely on the calculation of common words between contexts,
which is problematic for idioms with a high degree of con-
text diversity. Distributional Semantic Representation can
overcome this problem by using external resource or knowl-
edge base to calculate words similarity. For instance, the fol-
lowing sentence has no word overlap with example (1) and
(2). However, the word monarch is semantically close to the
word president in example (2), which suggests they might
have the same usage.

(3) Edwards usually manages to break the ice with the
taciturn monarch.

One method that used Distributional Semantic Represen-
tation is the work of Sporleder and Li (2009). They used dis-
tributional semantic similarity to calculate the lexical cohe-
sion (Halliday and Hasan 2014) between constituent words
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of a idiom and its contextual words. The hypothesis of this
method is that if the constituents of a potentially idiomatic
expression do not ’fit’ in any lexical chains, it is highly likely
that the expression is used figuratively.

Despite its advantage, Distributional Semantic Represen-
tation still has its limitations. First, for some idioms, it is
more effective to just use the surrounding words to detect its
usage, such as the preposition over or between after break
the ice. Second, since the approach assumes that the overall
literal context and figurative context is semantically distant,
it is poor at handling idioms with a high degree of semantic
analyzability.

Our Model

We treat literal and figurative usage recognition as a spe-
cial word sense disambiguation problem in the same spirit
as Birke and Sarkar (2006). Specifically, we use similarity-
based models because they have been shown to be effec-
tive in the general problem of word sense disambiguation
(Abdalgader and Skabar 2012; Karov and Edelman 1998).
In this section, we describe two variants of our model for
integrating different contextual representations within our
similarity-based framework.

Representation fusion strategies To fuse different con-
text representations, one straightforward strategy is to con-
catenate all the features using the three representations and
build a single similarity based classifier that applies to the
concatenated feature (early fusion) (Bruni, Tran, and Ba-
roni 2014). Another option is a per-representation strategy;
different classifiers are trained independently on the three
representations, and afterwards, the results are combined to
generate a final output (late fusion). We have experimented
with both strategies.

The Late Fusion Model

In this model, three classifiers are developed based on Lexi-
cal similarity, Topical similarity and Distributional semantic
similarity; and a variant of averaged perceptron learning is
applied to learn the weights for each classifier according to
its discriminative power over different idioms.

Lexical similarity: Given two contexts Ti and Tj of a
target expression, we use cosine similarity to calculate their
similarity as shown in the Equation 1, where T i

bow and T j
bow

denote the bag of word vector of the two contexts. We re-
move all the stop words in the context except the preced-
ing and following words of the target expression, which tend
to be useful for some idioms (Byrne, Fenlon, and Dunnion
2013).

Sim1(Ti, Tj) =
T i
bow · T j

bow

|T i
bow| · |T j

bow|
(1)

Topical similarity: For an idiom, we first run LDA to all
the instances and get a set of m topics.

Topics = {t1, t2, ...., tm} (2)

For each instance, we represent the context using its prob-
abilities over these topic set.

Ttopic = {P (t1), P (t2), ...., P (tm)} (3)

Given two contexts Ti and Tj , we use T i
topic and T j

topic to
denote their Topical Representations. Their topic similarity
is calculated also using cosine similarity.

Sim2(Ti, Tj) =
T i
topic · T j

topic

|T i
topic| · |T j

topic|
(4)

Distributional semantic similarity: Given two con-
texts Ti and Tj , we calculate their semantic similarity
Sim3(Ti, Tj) using doc2vec (Le and Mikolov 2014). In de-
tail, we use gensim toolkit (Řehůřek and Sojka 2010) and
train our model on Wikipedia articles1. We empirically set
the dimensionality of vector to 200.

Sim3(Ti, Tj) = doc2vec sim(Ti, Tj) (5)

We distinguish the usage of the target expression by cal-
culating its average similarity (using one of the similarity
metrics) to both the literal and figurative example set and as-
sign the label of the set which has higher similarity. Since
we have three types of similarity metrics, we now have three
”voters”. We use vi to denote the voting vector with each
entry representing the voting results for the ith instance of a
idiom.

Because idioms vary in properties that may impact each
representation differently, we propose to learn the weight
for each voter by applying a variant of averaged perceptron
learning method (Collins 2002). In addition, we augment the
weight learning algorithm by incorporating a novel confi-
dence measure (Schapire and Singer 1999). In our case, the
confidence is related to the similarity difference. Let Simf

be the similarity between the context of the target expres-
sion and figurative example set, Siml be the similarity be-
tween the context of the target expression and literal exam-
ple set (using any of the three similarity metrics). The ratio
between the two similarities is a reasonable confidence mea-
sure at first glance. The intuition is that the bigger the differ-
ence between the two similarities Simf and Siml, the more
confident the voter is. However, both our empirical evidence
and observation from Schapire and Singer (1999) suggest
such confidence measure could lead to large and overly con-
fident predictions and ultimately increases the possibility of
overfitting. To overcome such issue, we use a smoothed ratio
between the two similarities as the confidence value shown
in Equation 6.

c = 1 + ln
max(Simf , Siml)

min(Simf , Siml)
(6)

Similar to voting vector vi, we construct the confidence
vector ci for the ith instance; the confidence rated voting
vector xi is the point-wise product of vi and ci. Then we
apply the voting weight learning algorithm to get the weight
w for each voter and classify the target expression usage
using Equation 7.

y∗ = sign(wxi) (7)
1https://dumps.wikimedia.org/enwiki/latest/enwiki-latest-

pages-articles.xml.bz2
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The Early Fusion Model

In this case, we perform L-2 normalization and simply con-
catenate the vectors of the three representations and then
apply cosine similarity metric. The classification process is
identical to the single classifier in late fusion strategy.

Experiment

To verify our hypothesis that the automatic recognition of
idiomatic usages depends on addressing the interactions
between properties of the idioms (i.e., context diversity
and semantic analyzability) and the contextual representa-
tions of the idiom, we conduct a comparative study across
four representative state-of-the-art methods: two for Lex-
ical Representation (Rajani, Salinas, and Mooney 2014;
Birke and Sarkar 2006)2; one for Topical Representation
(Peng, Feldman, and Vylomova 2014); and one for Distri-
butional Semantic Representation (Sporleder and Li 2009).
We then compare our proposed methods against these four.
The experiments address the following questions:

• To what extent can usage recognizers reliably predict fig-
urative versus literal usages for a wide variety of idioms?

• What is the relative contribution from contextual informa-
tion compared to other features?

• Does our proposed model of adapting multiple contextual
representations succeed in capturing the interactions be-
tween representational choices and context diversity and
semantic analyzability?

Data

The data is from SemEval 2013 task 5B (Korkontzelos et
al. 2013). This corpus consists of 10 target idioms of differ-
ent types that can be used both literally and figuratively. For
each idiom, several instances are provided corresponding to
its literal or figurative usages. There are 4 instances labeled
as both which could lead to ambiguity are removed and we
get 2371 instances in total, among which 1185 instances are
literal usages and 1186 instances are non-literal usages.

Evaluation metric

For comparison and analysis, we primarily rely on the stan-
dard F1 score for the recognition of the figurative usage. The
overall accuracy of both figurative and literal usage is not
ideal for analysis because it can be misleading for idioms
with a heavily skewed usage distribution. Nonetheless, we
do report it because it is ultimately what downstream appli-
cations care about.

Implementation

We reimplmented the four methods, but with two minor
changes. First, Sporleder and Li used Normalized Google
Distance (NGD) to measure the semantic relatedness (Cili-
brasi and Vitanyi 2007), but the API that NGD has a restric-
tion on the number of queries it can make; therefore, we use
word embeddings for calculating the distributional semantic

2We include Rajani et al.’s method because it achieves the best
performance on the SemEval 2013 task 5B corpus.

similarity (Mikolov et al. 2013). Second, we did not encode
Birke and Sarkar’s SuperTags feature because they reported
that the overall gain was only 0.5%. We do not expect these
two changes to have significant impact on the findings.

We run ten fold cross validation for the two supervised
methods (Rajani et al. and Peng et al.). In each round of
the cross validation, we randomly select half of the training
sample as the example set; the remaining half of the training
sample is used to learn the weight for the three representa-
tions.

Results and Observations

Table 1 reports the performances of the four comparative
state-of-the-art methods. As expected, the supervised clas-
sifier by Rajani et al.’s achieves the best performance while
the unsupervised method by Sporleder and Li has the lowest
scores for most idioms.

1) Reliability across idioms Comparing across different
idioms for each method, we observe large performance vari-
ances. For Rajani et al., the Ffig is as low as 0.54 for break a
leg and as high as 0.83 for through the roof. Similarly, Peng
et al., the lowest Ffig is 0.46 for under the microscope and
the highest is 0.75 for at the end of the day.

2) Significance of contextual features Table 2 shows the
performances of the two supervised methods limited to just
the contextual features. Compared to their full model coun-
terparts in Table 1, we see that the contribution from the ad-
ditional features is limited, and its impact varies from idiom
to idiom. For some, the additional features might have nega-
tive effect on the performance (cf. in the bag). These results
suggest that contextual features are essential to the idiom
usage recognition task.

3) Results of the proposed model Table 3 reports the per-
formances of our proposed models (both early fusion and
late fusion), each of the three component representations in
the late fusion model, and the best of the comparative meth-
ods for each idiom. The performance of our full late fusion
model is competitive; most of our Ffig are higher than the
best results from the other methods. The late fusion model
is more stable than the other methods, with a narrow range
of Ffig scores, from 0.68 (under the microscope) to 0.85 (at
the end of the day).

Discussion: Performance Variance

We have hypothesized that the variance in performance is
partially due to context diversity. To assess the diversity of
contextual words for a target idiom, we measure the diver-
sity of topics in which the idiom can be used. To do so, we
run LDA on the examples for a given idiom and vary the
parameter of topic number. For each topic number, a log-
likelihood value is calculated, indicating how well the gener-
ated topic model fits the example set. We select the number
of topics with the highest log-likelihood value to approxi-
mate the measurement of diversity of topics for the idiom
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Rajani et al. Peng et al. Sporleder and Li. Birke and Sarkar

Idiom Ffig A Ffig A Ffig A Ffig A

at the end of the day 0.81 0.73 0.75 0.63 0.72 0.59 0.69 0.63
bread and butter 0.81 0.8 0.75 0.70 0.66 0.58 0.67 0.70

break a leg 0.54 0.8 0.49 0.63 0.67 0.7 0.61 0.65
drop the ball 0.61 0.79 0.58 0.67 0.45 0.32 0.52 0.76

in the bag 0.72 0.71 0.68 0.66 0.65 0.50 0.64 0.71
in the fast lane 0.78 0.67 0.72 0.69 0.52 0.61 0.68 0.65

play ball 0.75 0.72 0.68 0.67 0.51 0.40 0.73 0.75
rub it in 0.67 0.69 0.5 0.47 0.55 0.46 0.44 0.49

through the roof 0.83 0.81 0.68 0.69 0.61 0.51 0.69 0.74
under the microscope 0.55 0.74 0.46 0.64 0.42 0.41 0.55 0.79

Table 1: Result of different methods. Rajani et al., Birke and Sarkar use Lexical Representation; Peng et al. use Topical Repre-
sentation; Sporleder and Li. use Distributional Semantic Representation. Ffig denotes F1 score of figurative usage recognition
and A denotes the overall accuracy. For each idiom, the boldfaced number shows the best performance among the four methods
while underlined shows the worst.

Rajani et al. Peng et al.

Idiom Ffig A Ffig A

at the end of the day 0.8 0.71 0.73 0.61
bread and butter 0.85 0.84 0.74 0.69

break a leg 0.57 0.77 0.46 0.60
drop the ball 0.59 0.77 0.59 0.68

in the bag 0.75 0.75 0.66 0.62
in the fast lane 0.78 0.68 0.68 0.64

play ball 0.84 0.82 0.64 0.61
rub it in 0.66 0.67 0.51 0.49

through the roof 0.78 0.77 0.67 0.62
under the microscope 0.5 0.74 0.51 0.66

Table 2: Result of two supervised methods using only con-
textual features. Ffig denotes F1 score of figurative usage
recognition and A denotes the overall accuracy.

(see Formula 8, D denotes the example set, Mn denotes the
generated model with n as the topic number).

argmax
n

logP (D|Mn) (8)

We randomly select 32 literal instances and 29 figurative in-
stances (the minimum number of instances among all the
target idioms) for each idiom from the corpus and ran the
process mentioned above. The results are shown in Table 4.

We observe that under the microscope has the highest
topic number, suggesting that it has a high context diversity;
it is an idiom that is difficult for all four methods. In contrast,
the optimal topic numbers for bread and butter is the lowest,
suggesting that it has a low context diversity; accordingly,
methods using Lexical Representation and Topical Repre-
sentation performed well on it. We also calculate the Pearson
correlation between Ffig and the total topic number.3 The r

3For methods from Rajani et al. and Peng et al, we use the Ffig

from Table 2 (the implementation without additional features).

value is -0.86 for Rajani et al., which suggests strong nega-
tive correlation; while the r values for Peng et al. and Birke
and Sarkar are -0.72 and -0.62 respectively, a more moder-
ate negative correlation. Although the r value for Sporleder
and Li is -0.72, which also suggests a moderately negative
correlation, its trend is less reliable. For example, through
the roof has the lowest topic number (12), but the Ffig score
(0.61) is well below the best result (0.72); break a leg has a
relatively high topic number (18), but the Ffig score (0.67)
is better than the other three methods. These observations
suggest that context diversity does influence performances,
especially for methods using Lexical or Topical Representa-
tion.

Performance variance may also be due to semantic an-
alyzability, especially for methods using Distributional Se-
mantic Representation. We quantify semantic analyzability
in the following way. For an idiom, we prepare two sets of
instances; one consists of literal instances and the other con-
sists of figurative instances. Then we approximate the over-
all figurative and literal context similarity of the idiom by
measuring the averaged semantic similarity between the two
sets. We use L and F to represent the literal and figurative set
respectively. The averaged similarity of F and L is calculated
using the following Formula:

Sset(F,L) =
1

|F |
∑

∀Tf∈F

max
∀Tl∈L

doc2vecsim(Tf , Tl) (9)

Table 5 shows our semantic analyzability measure on the
10 idioms. The idiom with the highest similarity score is
drop the ball, indicating that literal and figurative usages
are hard to separate. This corresponds to the poor perfor-
mance of Sporleder and Li’s method on it. In contrast, break
a leg has the lowest similarity score, which corresponds to
the high Ffig using Sporleder and Li’s method. We also cal-
culate the Pearson correlation coefficient between the Ffig

and Sset(F,L); the r value is -0.77 for Sporleder and Li’s
method, which suggests moderate negative correlation be-
tween the two variables; the r values for the other three
methods are -0.03, 0.17, 0.06, respectively. These findings
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Best other Lexical Topical Distributional Early fusion Late fusion

Idiom Ffig A Ffig A Ffig A Ffig A Ffig A Ffig A

at the end of the day 0.81 0.73 0.82 0.75 0.81 0.74 0.72 0.69 0.79 0.73 0.85∗ 0.81∗
bread and butter 0.81 0.8 0.83 0.79 0.84 0.80 0.57 0.61 0.82 0.71 0.84 0.83

break a leg 0.67 0.7 0.58 0.7 0.56 0.63 0.69 0.71 0.66 0.7 0.73∗ 0.71
drop the ball 0.61 0.79 0.65 0.81 0.59 0.77 0.51 0.69 0.67 0.82 0.72∗ 0.85∗

in the bag 0.72 0.71 0.67 0.66 0.67 0.69 0.74 0.71 0.73 0.65 0.75∗ 0.74
in the fast lane 0.78 0.67 0.68 0.69 0.70 0.73 0.59 0.65 0.54 0.69 0.72∗ 0.74∗

play ball 0.75 0.72 0.76 0.77 0.71 0.76 0.61 0.71 0.78 0.74 0.82∗ 0.81∗
rub it in 0.67 0.69 0.65 0.68 0.73 0.71 0.62 0.71 0.7 0.71 0.78∗ 0.76∗

through the roof 0.83 0.81 0.81 0.8 0.71 0.69 0.65 0.72 0.81 0.66 0.81 0.85
under the microscope 0.55 0.79 0.64 0.73 0.47 0.66 0.52 0.69 0.58 0.75 0.68∗ 0.75

Table 3: The comparison between our method and competing methods. The ”Best other” column shows the best result from
the other methods. ∗ indicates the difference between the ”Late fusion” and ”Best other” is statistically significant, χ2 text, p =
0.05. The boldfaced number shows the best performance.

lend credence to our argument that semantic analyzability
influences the effectiveness of Distributional Semantic Rep-
resentation.

Idiom TFig TLit Total
at the end of the day 9 4 13

bread and butter 7 5 12
break a leg 12 6 18

drop the ball 13 8 21
in the bag 11 6 17

in the fast lane 9 7 16
play ball 9 7 16
rub it in 12 5 17

through the roof 8 4 12
under the microscope 16 7 23

Table 4: Optimal topic numbers for different idiom in-
stances. TFig means the topic number of figurative set, TLit

means the topic number of literal set.

Discussion: Combining Different Representations

Throughout this paper, we have argued for the importance
of combining different representations of the context. As
shown in Table 3, the stability of the late fusion model did
improve. But do the results of the individual components
corroborate our arguments about the interactions between
linguistic properties and specific representations?

Consider break a leg, which has a higher context diversity
(18 topics) but lower semantic analyzability (0.27 similar-
ity score). Our model’s Lexical Representation and Topical
Representation components are not as effective as the Distri-
butional Semantic Representation component; they have an
Ffig score of 0.58, 0.56, and 0.69 respectively. Similarly, for
an idioms with a higher semantic analyzability but a lower
context diversity like bread and butter, our model’s Dis-
tributional Semantic Representation component performed
worse individually than the Lexical Representation and Top-
ical Representation components.

Idiom Similarity
at the end of the day 0.28

bread and butter 0.32
break a leg 0.27

drop the ball 0.37
in the bag 0.29

in the fast lane 0.35
play ball 0.34
rub it in 0.28

through the roof 0.32
under the microscope 0.34

Table 5: A measure of Semantic Analyzability

In both cases, our method has effectively adapted to the
particulars of the idioms and increased the contributions
from the well performing components. For break a leg, the
weights of the components are [0.23, 0.19, 0.58], favoring
the Distributional Representation to obtain an Ffig of 0.73.
For bread and butter, the weights are appropriately shifted to
the Lexical Representation and Topical Representation com-
ponents ([0.4, 0.43, 0.17]) for an overall Ffig of 0.84.

Finally, we observe that Lexical and Topical Representa-
tion generally perform better than Distributional Semantic
Representation. This may be due to the challenges of calcu-
lating semantic similarity between short texts.

Conclusion

We have argued for the importance of two linguistic proper-
ties in idioms (context diversity and semantic analyzability)
for distinguishing their figurative and literal usages. Exper-
imental results show that leading methods with fixed repre-
sentations do not perform equally well on different types of
idioms. We have proposed a supervised ensemble approach
to adaptively combine multiple contextual semantic repre-
sentations for different idioms. Evaluated on a diverse set of
idioms, we find that our method can achieve better stability
without loss of accuracy.
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