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Abstract

Learning fast and efficiently using minimal data has been
consistently a challenge in machine learning. In my the-
sis, I explore this problem for knowledge transfer for multi-
agent multi-task learning in a life-long learning paradigm.
My goal is to demonstrate that by sharing knowledge between
agents and similar tasks, efficient algorithms can be designed
that can increase the speed of learning as well as improve
performance. Moreover, this would allow for handling hard
tasks through collective learning of multiple agents that share
knowledge. As an initial step, I study the problem of incorpo-
rating task descriptors into lifelong learning of related tasks
to perform zero-shot knowledge transfer. Zero-shot learning
is highly desirable because it leads to considerable speedup
in handling similar sequential tasks. Then I focus on a multi-
agent learning setting, where related tasks are learned collec-
tively and/or address privacy concerns.

Introduction

The most common setting for a machine learning problem is
to learn a single task in isolation. Regression, classification,
and reinforcement learning (RL) are standard task examples
in machine learning literature. However, learning these tasks
is mostly a dynamic, time-dependent process and might in-
volve multiple tasks. As lifelong learners, humans tend not
to learn tasks in isolation. Through evolution, humans have
developed skills to extract information from learned tasks,
store knowledge, and reuse this learned knowledge on future
tasks to avoid redundant learning and improve performance.

In the machine learning literature, the above strategy has
been investigated through the study of transfer learning (TL)
and multi-task learning (MTL). The goal in TL is to use what
has been learned from source tasks to improve performance
on a target task. Although transfer learning can increase per-
formance on a target task, the learning is unidirectional from
source tasks to the target task. In contrast, MTL focuses on
learning a group of related tasks more efficiently. The goal of
MTL is to optimize a shared knowledge repository to trans-
fer knowledge and jointly to learn task models. MTL can
also be performed in an online setting, where the tasks arrive
sequentially (Ruvolo & Eaton 2013). In some cases, zero-
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shot transfer is feasible. That is, after learning few tasks, it
is possible to learn a new task without data.

Most MTL algorithms are designed to learn task models
simultaneously in a batch by a single agent. Only recently,
suitable TL and MTL algorithm have been designed for life-
long learning of multiple consecutive tasks (Ruvolo & Eaton
2013), combining the goals of TL and MTL. The current
task is learned efficiently with the help of knowledge transfer
from previous learned tasks. Then the new obtained knowl-
edge is used to update the knowledge repository. My goal is
to study and explore lifelong learning in a multi-agent sce-
nario, where multiple MTL learners try to learn collectively
to improve their performance. Despite practical importance,
this scenario has not been well explored in the literature.

Multi-Agent Multi-Task Lifelong Learning

MTL hypothesizes that relationships between the tasks can
be used to improve generalization performance and increase
learning speed, relative to learning each task in isolation.
MTL has been been mostly studied in a batch learning set-
tings. Only recently MTL has been extended to a lifelong
learning setting, in which tasks arrive consecutively and
learned online (Ruvolo & Eaton 2013). However, most ex-
isting approaches consider only a single agent and require
that the task data are processed at centrally processing unit.
However, given the huge modern datasets and data centers,
there exist cases that involve multiple distributed heteroge-
neous agents, each learning multiple tasks e.g., a number
of different service robots operating in different locations.
For such cases, we can develop mechanisms to share knowl-
edge between agents without sharing the local data e.g., to
preserve privacy, and benefit from knowledge transfer be-
tween the agents to improve aggregate performance. Only a
few previous works have investigated this scenario for MTL
(Wang et al. 2005). This problem has not yet been explored
in a lifelong learning setting.

To address the above challenges, we can formulate an
MTL problem over a network of agents. The topology of
this network can describe the communication modes of the
agents and their relatedness. We can define two sets of global
and local knowledge bases which are learned in an itera-
tive alternating procedure, using techniques from distributed
optimization e.g., ADMM, to solve the resulting problem.
Our problem would involve a composite “sum of convex”
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objective function subject to local constraints, enforced by
the network topology. Several distributed optimization algo-
rithms have been developed to deal with this type of prob-
lems which can handle both online and batch settings. Local
knowledge bases are private to each agent, and their cor-
responding optimization problems are updated individually.
Upon updating these local bases, global knowledge bases are
updated, sharing knowledge between the local bases, allow-
ing for collaborative learning. Solving this problem in this
general form is intractable. My research follows a bottom-up
approach by considering a special case first and then gener-
alizing to decentralized multi-agent collective learning.

Previous Work: Zero-Shot Learning Using

Task Descriptors

Many machine learning tasks can be described by high level
descriptors. Consider a cart pole system to be controlled
by an agent using reinforcement learning. This system can
be described by high level descriptor such cart mass, pole
length, and pole mass. Task descriptors can be used along
with the tasks’ training data to model the inter-task relation-
ships in MTL and transfer learning settings. This is helpful
when dealing with multiple agents, because agents might
have joint high-level task descriptions that are common
between similar tasks and which can facilitate inter-agent
knowledge transfer. More importantly, zero-shot learning
(ZSL) would be feasible because the agent can learn to
perform new tasks using solely high level descriptions. To
model task relations, we follow Ruvolo & Eaton (Ruvolo &
Eaton 2013) and assume task parameters can be represented
sparsely in a shared low dimensional basis. This basis is re-
fined over time as the system learns more tasks and allows
knowledge transfer. To incorporate high level descriptors,
the descriptor features are assumed to be linearly factorized
using a second latent basis over the descriptor space. The
second basis captures relationships among the descriptors,
with coefficients that similarly embed tasks based on com-
monalities in descriptions.

Following the above approach, we developed a zero-shot
learning method based on this coupled dictionary formula-
tion that incorporates high-level task descriptors to model
the inter-task relationships for a single agent , in both life-
long learning and MTL settings (Isele et al. 2005). We
demonstrated that using task descriptors improves the per-
formance of the learned task policies, providing both the-
oretical justification for the benefit and empirical demon-
stration of the improvement across a variety of dynamical
control problems. We applied our approach to the domain
of quadrotor control, focusing on zero-shot transfer to new
stabilizing control tasks. Our experiments demonstrate that
it can predict a controller for new quadrotors through zero-
shot learning that has equivalent accuracy to PG, which had
to train on the system. As with the benchmarks, it is effec-
tive for warm start learning with PG and outperforms the
state of the art (Sinapov et al. 2015). We also demonstrated
that our approach leads to speedups up to two-three order of
magnitudes.

Collective Learning between Diverse Agents

over a Lifetime

My thesis will address the problem of collective multi-agent
learning in MTL and lifelong learning settings. Beyond pro-
viding the substantial benefit of collective learning to our
distributed learning problem, this effort will also address
fundamental problems in distributed multi-task and trans-
fer learning of interest to the machine learning community.
The main challenge is to model and define a network topol-
ogy that can impose suitable constraints on task parameters.
Consensus among the neighboring agents is the simplest
constraint but I plan to consider less restrictive constraints
that can be learned. I will focus on the following questions:

- How can heterogenous agents learn tasks consecutively
and ensure optimal performance over all tasks?

- How can distributed agents learn in an asynchronous
regime that allows for inter-agent collective learning?

- Under what conditions can we guarantee beneficial
transfer between heterogeneous agents?

- What theoretical guarantees can we provide on the sam-
ple complexity of multi-agent lifelong learning?

- How can we ensure long-term scalability to numerous
tasks and changes in task distributions?

- How can we learn the constraints that can facilitate inter-
agent knowledge transfer?

To study the problem of collective lifelong learning with
multiple agents, we can extend the objective of Ruvolo &
Eaton (Ruvolo & Eaton 2013) because it can support the
notion of different agents having different (potentially time-
varying) distributions over the tasks by imposing local reg-
ularizations and customizing the network topology. From
each individual agent’s (local) perspective, when learning
the current task, its goals are to: 1.) rapidly train the best
model for each task, given limited training data for the task,
its local knowledge, and knowledge shared by other agents,
and 2.) maximize the performance of models for all known
tasks by sharing knowledge between its tasks. From the
multi-agent system’s (global) perspective, agents share use-
ful knowledge to realize network constraints. We can formu-
late the collective learning problem as heterogeneous agents
simultaneously solving an objective online, which optimizes
the loss of each task model while encouraging shared struc-
ture. All agents benefit from sharing knowledge between
their own tasks and between agents, both in terms of learn-
ing speed and performance.
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