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Abstract

The Maximum Weight Clique problem (MWCP) is an important generalization of the Maximum Clique problem with wide applications. This paper introduces two heuristics and develops two local search algorithms for MWCP. Firstly, we propose a heuristic called strong configuration checking (SCC), which is a new variant of a recent powerful strategy called configuration checking (CC) for reducing cycling in local search. Based on the SCC strategy, we develop a local search algorithm named LSCC. Moreover, to improve the performance on massive graphs, we apply a low-complexity heuristic called Best from Multiple Selection (BMS) to select the swapping vertex pair quickly and effectively. The BMS heuristic is used to improve LSCC, resulting in the LSCC+BMS algorithm. Experiments show that the proposed algorithms outperform the state-of-the-art local search algorithm MN/TS and its improved version MN/TS+BMS on the standard benchmarks namely DIMACS and BHOSLIB, as well as a wide range of real-world massive graphs.

Introduction

Given an undirected graph $G=(V, E)$, a clique $C$ of $G$ is a subset of $V$ such that each pair of vertices in $C$ is mutually adjacent. The maximum clique problem (MCP) consists in finding a clique with maximum number of vertices. An important generalization of MCP is the maximum weight clique problem (MWCP), in which each vertex is associated with a non-negative integer, and the goal is to find a clique with the largest total weight. Obviously, MWCP reduces to MCP if each vertex has the same weight. MWCP has been widely used in many fields, from theoretical computer science to valuable applications (Balard and Brown 1982; Balasundaram and Butenko 2006; Gomez Ravetti and Moscato 2008).

As is known, the decision version of MCP is one of Karp’s prominent 21 NP-complete combinatorial problems (Karp 1972). Both MCP and MWCP has been proved to be NP-hard and state-of-the-art approximation algorithms can only achieve an approximate ratio of $O(n(\log n)^2/(\log n)^3)$ (Feige 2004). Thus it is common to see that a huge amount of effort has been devoted to finding a “good” clique within reasonable time. Up to now, there are mainly two types of algorithms for MCP and MWCP, i.e., exact algorithms and heuristic algorithms.

A number of exact algorithms have been proposed to solve MCP and MWCP. A classic branch and bound algorithm is MCQ (Tomita and Seki 2003), which uses a heuristic vertex order for independent set partition. The MCQ algorithm is further improved by computing the degree of vertices dynamically, resulting in the MaxCliqueDyn algorithm (Konc and Janezic 2007). Recently, another paradigm encodes MCP into MaxSAT and then applies MaxSAT reasoning to improve the upper bound (Li and Quan 2010; Li, Fang, and Xu 2013). For MWCP, an early branch and bound algorithm was proposed in (Babel 1994). An improved branch and bound algorithm based on error-correcting codes was offered in (Östergård (2001), and the algorithm in (Yamaguchi and Masuda 2008) computes the upper bound based on the longest path in a directed acyclic graph constructed from the original graph. Very recently, Fang et. al. proposes a MaxSAT-based algorithm for MWCP, and applies Top-k failed literal detection for improving the upper bound (Fang et al. 2014).

Although exact algorithms can guarantee the optimality of their solutions, they may fail to solve hard instances of large scale. For solving large sized instances, a popular approach is local search, which can find an approximate solution within reasonable time. There are numerous local search algorithms for MCP (Singh and Gupta 2006; Pullan and Hoos 2006; Pullan 2006; Guturu and Dantu 2008; Wu and Hao 2013; Benlic and Hao 2013). Among these algorithms, DLS (Pullan and Hoos 2006) is a milestone algorithm which employs vertex penalties which are dynamically adjusted during the search. DLS is further improved into a two phase algorithm called Phased Local Search (PLS) (Pullan 2006). In (Wu and Hao 2013), the proposed tabu search algorithm is presented based on k-fixed penalty strategy. (Benlic and Hao 2013) introduces a break out local search for solving MCP. Also, MCP is closely related to minimum vertex cover (MinVC) and maximum independent set (MaxIS) problems, and algorithms for these two problems can be directly used to solve MCP.

Compared to MCP, there are relatively fewer heuristics on MWCP. The reason may be that MWCP is more complicated and thus difficult to solve, from the viewpoint of al-
algorithm design. In (Bonze, Pelillo, and Stix 2000), a parallel, distributed heuristic for approximating the MWCP based on dynamics principles is developed and studied in various branches of mathematical biology. Busygin (Busygin 2006) presents a new fast heuristic method using a non-linear programming formulation for the MWCP. Pullan extends the Phase Local Search (PLS) algorithm to MWCP (Pullan 2008). According to the literatures, the current best local search algorithm for MWCP is called MN/NT (Wu, Hao, and Glover 2012), which is a multi-neighbourhood local search algorithm whose key features include a combined neighborhood and a dedicated tabu mechanism.

In this paper, we develop two local search algorithms for MWCP. Firstly, we propose a new heuristic, which is a variant of the configuration checking (CC) strategy. CC is a recently proposed mechanism to avoid the cycling problem during local search, and has been successfully applied in a number of NP-hard problems, such as MinVC (Cai, Su, and Sattar 2011), SAT (Cai and Su 2012; 2013; André, Djamal, and Donia 2014), and MaxSAT (Luo et al. 2015). We follow this line of research by attempting to apply CC strategy to solve MWCP. However, a direct application of CC strategy does not lead to a successful algorithm, because the forbidding strength of CC is usually too weak in the context of MWCP. We propose a new strategy called Strong CC strategy (SCC for short), which is stricter than CC and reduces more unnecessary search areas. Based on SCC, we develop a local search algorithm called LSCC (Local search with SCC). Experiments comparing LSCC with a state-of-the-art local search algorithm MN/TS show its superiority on standard benchmarks DIMACS (Johnson and Trick 1996) and BHOSLIB (Xu et al. 2005).

Moreover, to improve the performance on massive graphs, we apply a low-complexity heuristic called Best from Multiple Selection (BMS) to select the swapping vertex pair quickly and effectively. A very recent work (Cai 2015) proposed a simple and fast local search algorithm called FastVC for solving MinVC in massive graphs, which is based on two low-complexity heuristics. Inspired by the success of BMS in FastVC (Cai 2015), we also use the BMS heuristic, which approximates the best-greedy swap heuristic (Wu, Hao, and Glover 2012) and has a lower complexity. We also enhance the BMS heuristic with the SCC strategy. Using the BMS heuristic, we improve LSCC and the resulting algorithm is called LSCC+BMS, and also improve MN/TS and obtain MN/TS+BMS. Experiments show that LSCC+BMS outperforms MN/TS and its improved version MN/TS+BMS on a broad range of massive real graphs (Rossi and Ahmed 2015). We also conduct experiments to analyze the effectiveness of the two proposed heuristics.

In the next section, we introduce some necessary background knowledge. After that, we propose the SCC strategy for MWCP and present the LSCC algorithm, along with related experiments. Then, we improve LSCC on massive graphs with the BMS heuristic and obtain the LSCC+BMS algorithm, along with experiments on massive graphs. Finally we make conclusions and outline the future work.

**Preliminary**

Given an undirected graph $G=(V,E)$ where $V=\{v_1, v_2, \ldots, v_n\}$ is the set of vertices and $E=\{e_1, e_2, \ldots, e_m\}$ is the set of edges. In graph $G$, each edge is a 2-element subset of $V$. For an edge $e=\{v,u\}$, we say that vertices $v$ and $u$ are the endpoints of edge, and $u$ is adjacent to $v$. A clique $C$ of $G$ is a subset of $V$ where each pair of vertices is adjacent. The MCP problem is to find a clique with the most vertices. When each vertex $v_i$ is associated with a positive integer weight, MCP is extended to MWCP which asks for a clique of the maximum total weight. Given a weighting function $w: V \rightarrow Z^+$, the weight of a clique $C$ is $w(C)=\sum_{v \in C} w(v)$. The neighborhood of a vertex $v$ is $N(v)=\{u \in V|\{v,u\} \in E\}$. For a vertex $v$, its age $i$ is defined as the number of steps since the last time it changed its state (being selected or not).

Typically, local search algorithms for MWCP (as in MCP) maintain a current clique $C$, and modify it iteratively by three operators: Add, Drop and Swap. The operator Add refers to adding a vertex into the clique $C$, providing that the vertex is adjacent to all vertices in $C$. The operator Drop refers to removing a vertex from $C$. The operator Swap exchanges one vertex $u \in C$ with another vertex $v \notin C$ which is adjacent to every vertex $u$ in $C$ but $v$. Usually, the operator Drop is considered only when Add and “good” Swap operations are impossible.

**Review of Configuration Checking**

Revisiting the same part of a search space is referred as the cycling problem, which is a severe issue in local search. Recently, Cai et al. proposed a strategy called configuration checking (CC) (Cai, Su, and Sattar 2011), which exploits the problem structure to reduce cycling in local search. The CC strategy has been successfully used in local search algorithms for combinatorial optimization problems such as MinVC (Cai, Su, and Sattar 2011) and Set Covering (Wang et al. 2015), as well as constraint satisfaction problems such as Satisfiability (Cai and Su 2013; André, Djamal, and Donia 2014) and Maximum Satisfiability (Luo et al. 2015).

Roughly speaking, for combinatorial problems whose tasks are to find an optimal set of elements, the idea of CC can be described as follows. For an element (such as a vertex), if its configuration remains the same as the last time it was removed out of the candidate set, then it is forbidden to be added back into the candidate set. Typically, the configuration of a vertex refers to the state of its neighbouring vertices. The CC strategy is usually implemented with a Boolean array named $confChange$, where $confChange(v)=1$ means $v$ is allowed to be added to the candidate solution and $confChange(v)=0$ means $v$ is forbidden to be added to the candidate solution.

A straightforward CC strategy for MWCP can be easily devised. In the beginning, $confChange(v)$ is initialized as 1 for each vertex $v$, as each vertex is allowed to be selected initially. During the search, when a vertex $v$ is added to the current clique, $confChange(v')$ is set to 1 for each vertex $v' \in N(v)$. When a vertex $v$ is removed out of the current clique, $confChange(v)$ is set to 0 and $confChange(v')$ is
set to 1 for each vertex $v' \in N(v)$. For a swap step, where a vertex $v$ is removed from the current clique and vertex $u$ is added into the clique, then $confChange(v)$ is set to 0 and $confChange(v')$ is set to 1 for $v' \in N(v) \cup N(u)$.

**Strong Configuration Checking**

In this section, we discuss the drawbacks of the CC strategy when it is applied to MWCP, and propose a new variant of CC for MWCP (also MCP), which is referred to as Strong Configuration Checking (SCC).

We observe that, in local search algorithms with the three operators Add, Drop and Swap, the CC strategy would mislead the search by allowing too many vertices to be added. According to CC, $confChange$ values of related vertices are updated along with each operation. However, some intuitive analyses suggest that it is not always advisable to set the neighbouring vertices' $confChange$ values to 1 upon each operation.

For the Add operation, the clique is being extended by a vertex, and thus it is quite reasonable to allow the selected vertex’s neighbors to be added by setting their $confChange$ values to 1. Indeed, those vertices are very encouraged to be added into the clique.

The Drop operation indicates the algorithm meets a local optimum and is rolling back by removing a vertex from the clique. In this case, we believe the neighbouring vertices of the removed vertex should not be encouraged to be added to the clique.

The Swap operation usually serves as a form of diversification, by leading the search switch to another clique near the current one. Since we are not of certain that the Swap step is leading the search towards a better clique, in our algorithm, we adopt a conservative strategy — not encouraging more neighbouring vertices of the swapped vertices, but only those with $confChange$ value already being 1.

Based on the above considerations, we modify CC into a more restrictive version, which is called Strong Configuration Checking (SCC). This heuristic is specified by the following four rules.

**SCC-InitialRule.** In the beginning of the search procedure, $confChange(v)$ is set to 1 for each vertex $v$.

**SCC-AddRule.** When $v$ is added into the current clique, $confChange(v')$ is set to 1 for each $v' \in N(v)$.

**SCC-DropRule.** When a vertex $v$ is removed from the current clique, $confChange(v)$ is switched to 0.

**SCC-SwapRule.** When $u$ is removed from the current clique and $v$ is added into this clique, $confChange(u)$ is switched to 0.

In a nutshell, SCC only allows a vertex $v$ to be added to the current clique when some of $v$'s neighbors have been added since $v$'s last removal, while CC allows the adding of $v$ when some of $v$'s neighbors have been either added or removed. The CC strategy usually works well with weighting techniques, so the missing of weighting techniques in our algorithm may be a reason for the failure of the original CC strategy. We also note that there is a concept called promising variable in SAT (Li and Huang 2005), which allows a variable to be flipped if its score becomes positive because of the flips of its neighboring variables. This concept is in some sense similar to CC strategies including SCC.

### The LSCC Algorithm

Based on the SCC heuristic, we develop a local search algorithm named LSCC (Local search with SCC). LSCC works with the three operators Add, Swap and Drop. We maintain a set for the Add and Swap operators respectively. With the current clique denoted by $C$, the two sets are defined as follows. The set for the Drop operator is simply $C$.

- $AddSet = \{v | v \notin C, v \in N(u) \text{ for } \forall u \in C\}$
- $SwapSet = \{(u, v) | u \in C, v \notin C, v \in N(y) \text{ for } \forall y \in C \setminus \{u\}\}$

We use $\Delta_{add}$, $\Delta_{swap}$ and $\Delta_{drop}$ to denote the change on the value of $w(C)$ for operation Add, Drop, and Swap respectively. Obviously, we can calculate them according to the following equations.

- for a vertex $v \in AddSet$, $\Delta_{add}(v) = w(v)$;
- for a vertex $u \in C$, $\Delta_{drop}(u) = -w(u)$;
- for a vertex pair $(u, v) \in SwapSet$, $\Delta_{swap}(u, v) = w(v) - w(u)$.

In our algorithm, the vertices of the operations are explicit from the context and thus omitted.

The pseudo code of LSCC is outlined in Algorithm 1, as described below. In the beginning, LSCC initializes the best found maximum clique $C^*$ as an empty set. There is an outer loop (lines 2-16) and an inner loop (lines 6-15). In each inner loop (step < $L$), LSCC searches for a local optimal clique.

**Algorithm 1: LSCC ($G$, cutoff)**

**Input:** graph $G = (V, E, w)$, the cutoff time

**Output:** A maximum weight clique $C$ of $G$

1. $C^* := \emptyset$
2. while elapsed time < cutoff do
   3.   initialize confChange;
   4.   $C :=$ InitGreedyConstruction();
   5.   $C_{localbest} := C$;
   6.   for step = 0; step < $L$; step++ do
      7.     $v :=$ a vertex in AddSet with the biggest $\Delta_{add}$ and $confChange(v) = 1$, breaking ties in favor of the oldest one;
      8.     $(u, u') :=$ a vertex pair in SwapSet such that $confChange(u') = 1$ with the biggest $\Delta_{swap}$, breaking ties in favor of the oldest one;
      9.     if AddSet $\neq \emptyset$ then
         10.        $C := (\Delta_{add} > \Delta_{swap}) ? (C \cup \{v\})$;
                  $\quad (C \setminus \{u\} \cup \{u'\})$;
      11.     else
         12.        $x :=$ a vertex in $C$ with the biggest $\Delta_{drop}$, breaking ties in favor of the oldest one;
         13.        $C := (\Delta_{drop} > \Delta_{swap}) ? (C \setminus \{x\})$;
                  $\quad (C \setminus \{u\} \cup \{u'\})$;
      14.     update confChange according to SCC rules;
      15.     if $w(C) > w(C_{localbest})$ then $C_{localbest} := C$;
      16.     if $w(C_{localbest}) > w(C^*)$ then $C^* := C_{localbest}$;
17.   return $C^*$;
denoted as $C_{\text{localbest}}$. After each inner loop, if $w(C_{\text{localbest}})$ is larger than $w(C^*)$, $C^*$ is updated by $C_{\text{localbest}}$ (line 16). Finally, LSCC returns $C^*$ when the algorithm reaches a time limit.

Before each inner loop, LSCC constructs an initial candidate solution $C$ greedily by iteratively selecting a vertex that is adjacent to all vertices in $C$ until no such vertex exists, with ties broken randomly (line 4). The greedy initialization process is very simple and remains effective for massive graphs. Also, with the random tie-breaking mechanism, the procedure is able to find diversified initial solutions in different rounds. Then, $C_{\text{localbest}}$ is initialized as $C$ (line 5).

In each inner loop, LSCC chooses one operator to modify the current clique $C$. It first selects a vertex $v \in AddSet$ with the biggest $\Delta_{\text{add}}$ and $\text{confChange}(v)=1$ (line 7), and selects a swapping pair $(u, u') \in SwapSet$ such that $\text{confChange}(u')=1$ with the biggest $\Delta_{\text{swap}}$ (line 8). Both ties are broken by preferring the oldest one. If an Add operation is possible, LSCC compares $\Delta_{\text{add}}$ and $\Delta_{\text{swap}}$, and chooses the operation with the bigger benefit to perform (lines 9-10). On the contrary, if $AddSet$ is empty, which means no Add operation is possible, then LSCC performs either a Swap or Drop operation. It picks a vertex $x \in C$ with the biggest $\Delta_{\text{drop}}$ (i.e. the smallest weight) (line 12), and then compares $\Delta_{\text{swap}}$ and $\Delta_{\text{drop}}$ and chooses the operation with the bigger benefit to perform (line 13).

After each operation, the values of $\text{confChange}$ are updated according to the corresponding SCC rules (line 14), and if $w(C)$ is larger than $w(C_{\text{localbest}})$, $C_{\text{localbest}}$ is updated by $C$ (line 15).

**Evaluation of LSCC on Standard Benchmarks**

We carry out extensive experiments to evaluate the performance of the LSCC algorithm for MWCP on two standard benchmarks, including DIMACS and BHOSLIB. DIMACS benchmarks are from the Second DIMACS Implementation Challenge (Johnson and Trick 1996) including problems from real applications and randomly generated graphs. BHOSLIB instances are generated randomly based on the model RB at the phase transition area (Xu et al. 2005). These instances are originally unweighted, and to obtain the corresponding MWCP instances, we use the same method as in (Pullan 2008; Wu, Hao, and Glover 2012). For the 4th vertex $v_i$, $w(v_i)=(i \mod 200)+1$.

For comparison, we choose MN/TS (Wu, Hao, and Glover 2012) to represent a state-of-the-art algorithm for solving MWCP. MN/TS is open-source and implemented in C++. Our algorithm LSCC is also implemented in C++. Both of two algorithms are compiled by g++ 4.6.2 with the -O2 option. For the search depth $L$, MN/TS and LSCC set $L=4000$ for all instances. MN/TS employs a tabu heuristic and the tabu tenure $TL$ is set to 7 as in (Wu, Hao, and Glover 2012).

In order to demonstrate the effectiveness of the SCC heuristic, we also compare LSCC with its variant LCC (Local search with CC) which utilizes the original CC strategy (as introduced in Section 2.1) instead of SCC.

All the experiments were run on Ubuntu Linux, with 3.1 GHz CPU and 8GB memory. For each instance, each algorithm is performed 100 independent runs with different random seeds, where each run is terminated upon reaching a given time limit (1000 seconds). For each instance, $w_{\text{max}}$ is the weight of the maximum clique found, and $w_{\text{avg}}$ is the average weight over the 100 runs. We also report the difference $\delta_{\text{max}}$ and $\delta_{\text{avg}}$ between the maximum and average weight values of clique found by LSCC and MN/TS.

Experiment results on the DIMACS are shown in Table 1. Most DIMACS instances are so easy that MN/TS and LSCC find the same quality cliques very quickly, and thus are not report. The results show that LSCC find better quality cliques than MN/TS and LCC on DIMACS instances. Particularly, LSCC obtains new best solutions for MANN$_{a27}$, MANN$_{a45}$, and MANN$_{a41}$. LSCC is consistently superior on the MANN domain. For p$_{\text{hat1500}}$-3, LSCC is the only algorithm that finds a 10321-sized clique consistently in 100% runs. Finally, we note that LSCC succeeds in finding the best known solution for all DIMACS instances, indicating its robustness.

The results of BHOSLIB instances are also shown in Table 1. For focusing on hard instances, we only present two groups of the largest-sized instances, which are much more difficult than other small instances. The results illustrate that LSCC outperforms MN/TS for these instances. Moreover, LSCC improves the maximum clique of one instance frb56-25-2. For instances where both algorithms find the same quality maximum clique weight, the averaged weight of cliques found by LSCC is larger than that of MN/TS, except for frb56-25-3 and frb59-26-3. Finally, the comparison between LSCC and LCC also confirms the effectiveness of the SCC heuristic.

<table>
<thead>
<tr>
<th>Instance</th>
<th>MN/TS $w_{\text{max}}(w_{\text{avg}})$</th>
<th>LCC $w_{\text{max}}(w_{\text{avg}})$</th>
<th>LSCC $w_{\text{max}}(w_{\text{avg}})$</th>
<th>$\delta_{\text{max}}(\delta_{\text{avg}})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2000-9</td>
<td>10999 (10948.5) 10267(9948) 10999 (10922.6)</td>
<td>0 (25.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p$_{\text{hat1500}}$-3</td>
<td>10321(10314.4) 10321(10310.1) 10321(10321)</td>
<td>0 (6.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MANN$_{a27}$</td>
<td>12281(12270.6) 12275(12268.8) 12283(12283)</td>
<td>2 (12.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MANN$_{a45}$</td>
<td>34192(34167) 34183(34175.9) 34254(34242.1)</td>
<td>62.75(61)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MANN$_{a41}$</td>
<td>111128(111074.6) 111135(111084.8) 111135(111118.1)</td>
<td>7 (10.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>frb56-25-1</td>
<td>5916(5870.9) 5939(5836.9) 5916(5820.5)</td>
<td>0 (10.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>frb56-25-2</td>
<td>5872(5790.8) 5939(5753.9) 5872(5731.7)</td>
<td>0 (2.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>frb56-25-3</td>
<td>5839(5750.9) 5905(5736.9) 5839(5721.1)</td>
<td>0 (3.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>frb56-25-4</td>
<td>5892(5818.9) 5972(5831.7) 5892(5821.1)</td>
<td>0 (2.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>frb56-25-5</td>
<td>6591(6516) 6538(6496.9) 6591(6538.3)</td>
<td>0 (4.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>frb56-26-1</td>
<td>6645(6542.8) 6789(6685.9) 6645(6564.9)</td>
<td>0 (7.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>frb56-26-2</td>
<td>6608(6597.5) 6789(6685.9) 6608(6565.7)</td>
<td>0 (7.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>frb56-26-3</td>
<td>6592(6463.7) 6525(6401.2) 6592(6488.6)</td>
<td>0 (24.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>frb56-26-4</td>
<td>6645(6542.8) 6685(6512.2) 6645(6546.9)</td>
<td>0 (21.6)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Experiment results of MN/TS, LCC, and LSCC on DIMACS and BHOSLIB benchmarks.

DIMACS instances for which MN/TS and LSCC find the same quality cliques very quickly are not reported. A positive $\delta_{\text{max}}$ or $\delta_{\text{avg}}$ indicates LSCC finds better quality clique than MN/TS.
we apply a fast and effective heuristic named Best from Multiple Selection (BMS) to improve LSCC, resulting in an improved algorithm called LSCC+BMS. We show the efficiency of LSCC+BMS and the effectiveness of the underlying heuristics by experiments on a broad range of massive graphs.

The BMS Heuristic and LSCC+BMS Algorithm

In LSCC, we use the best-picking heuristic to choose a swapping vertex pair of the best benefit (w.r.t. \( \Delta_{swap} \)) from the \( SwapSet \) to swap. With a suitable criterion, this kind of heuristic could guide the search towards the most promising area, and is thus commonly adopted in local search algorithms (Wu, Hao, and Glover 2012; Cai et al. 2013). Such best-picking heuristics are suitable for most cases, but work not well in massive graphs where the \( SwapSet \) is usually very large and finding a best pair not only wastes a lot of time but also cannot guarantee that this move is the best one for the quality of solution.

Based on the considerations above, we apply a fast and effective heuristic named Best from Multiple Selection (BMS) for choosing a vertex pair from \( SwapSet \), which costs little time while at the same time can pick a pair of good quality. The BMS heuristic strikes a good balance between the quality of the vertex pair and the time complexity. A formal description of the BMS heuristic is shown in Algorithm 2.

Basically, the BMS heuristic chooses \( k \) swapping pairs \( (v,v') \) randomly, and then returns the best swapping pair w.r.t. the value of \( \Delta_{swap} \), where \( k \) is a parameter. A trick for accelerating BMS is to pick the best pair when \( |SwapSet| < k \). Moreover, we use the SCC strategy to help BMS exclude some unreasonable vertex pairs.

There are two differences between the BMS heuristic in our algorithm and the original one in (Cai 2015). First, the BMS heuristic in FastVC is used to select a vertex to drop, while BMS in our algorithm is used to choose a swapping vertex pair. Secondly and more importantly, we combine the configuration checking technique in the BMS heuristic to prune some “not promising” candidates, while BMS in FastVC does not have any mechanism to exclude not promising candidates.

We use the BMS heuristic to improve the LSCC algorithm, simply by replacing the best-picking heuristic (i.e., line 8 in Algorithm 1) for choosing the swapping vertex pair with the BMS heuristic. The resulting algorithm is thus called LSCC+BMS.

Experiments on Massive Graphs

We evaluate LSCC+BMS on real-world massive graphs from Network Data Repository online (Rossi and Ahmed 2015), which have recently been used in testing the performance of local search methods and parallel algorithms (Rosin 2014; Rossi et al. 2014; Cai 2015). For the sake of space, we do not report the results on graphs with less than 1000 vertices, for which both algorithms find the same quality solutions quickly.

Note that MN/TS fails to find a clique for many of the massive graphs, mainly due to its memory-expensive data structure and high-complexity heuristics. For more interesting comparison, we improve MN/TS by better data structure as well as the BMS heuristic, so that it can also handle massive graphs well. The resulting algorithm is termed as MN/TS+BMS. For the BMS heuristic in both LSCC+BMS and MN/TS+BMS, we set the \( k \) parameter to 100, according to some preliminary experiments.

The experiment settings are the same as in the preceding section. In this experiment, \( \delta_{max} \) and \( \delta_{avg} \) denote the difference between the maximum and average weight values of clique found by LSCC+BMS and MN/TS+BMS. Also, there are a considerable portion of instances for which LSCC+BMS and MN/TS+BMS find the same quality clique in all runs, that is, \( \delta_{max}(\delta_{avg}) = 0(0) \). For these instances, we report another statistics \( \delta_{time} \), which represents that the difference of run time between LSCC+BMS and MN/TS. For instances where MN/TS fails to find a clique within the time limit, the column for MN/TS is marked as “n/a”.

The results on massive graphs are summarized in Table 2, where a positive \( \delta_{max} \) or \( \delta_{avg} \) indicates LSCC+BMS finds better quality clique than MN/TS+BMS. MN/TS is essentially worse than the other two algorithms, and we focus on the comparison between MN/TS+BMS and LSCC+BMS. Overall, LSCC+BMS finds better solutions than MN/TS+BMS on these massive graphs. Specially, we observe that LSCC+BMS finds cliques that MN/TS+BMS cannot reach for 17 graphs, and for another 20 graphs where they both can find the same quality cliques, LSCC+BMS does so with a better average solution quality. For the remaining 49 instances, the two algorithms find solutions of the same quality consistently. For 40 out of these 49 instances, LSCC+BMS is faster than MN/TS+BMS. The averaged run time of LSCC+BMS over these 49 instances is only half that of MN/TS+BMS.

The Effectiveness of SCC and BMS

To study the effectiveness of SCC and BMS heuristics, we compare LSCC+BMS with LSCC and LCC. Note that LSCC works with SCC and without BMS, and LCC works with the original CC strategy. Table 3 shows LSCC finds better solutions than LCC, which illustrates the effectiveness of SCC on massive graphs. Thanks to the BMS strategy,

```
Algorithm 2: the BMS heuristic

1. pick a random vertex pair \((v,v')\) with \( con.f\text{change}(v') = 1 \);
2. \( \Delta_{swap} := \Delta_{swap}(v,v') \);
3. for \( i = 0; i < k; i++ \) do
   4. pick a random vertex pair \((u,u')\) with \( con.f\text{change}(u') = 1 \);
   5. if \((\Delta_{swap}(u,u') > \Delta_{swap}(v,v'))\) then
      6. \( (v,v') := (u,u') \);
      7. \( \Delta_{swap} := \Delta_{swap}(u,u') \);
   end if
4. return \((v,v')\);
```
Table 2: Experiment results on the massive graphs.

<table>
<thead>
<tr>
<th>Instance</th>
<th>MTNS</th>
<th>MTNS+BMS</th>
<th>LSCC+BMS</th>
<th>(w_{max})</th>
<th>(w_{avg})</th>
<th>(\delta_{max})</th>
<th>(\delta_{avg})</th>
</tr>
</thead>
<tbody>
<tr>
<td>bio-arabica-2005</td>
<td>34622.6</td>
<td>34010.4</td>
<td>6280.2</td>
<td>6059.0</td>
<td>1787.1</td>
<td>70.23</td>
<td>5.99</td>
</tr>
<tr>
<td>bio-canada</td>
<td>34622.6</td>
<td>34010.4</td>
<td>6280.2</td>
<td>6059.0</td>
<td>1787.1</td>
<td>70.23</td>
<td>5.99</td>
</tr>
<tr>
<td>bio-malaria</td>
<td>34622.6</td>
<td>34010.4</td>
<td>6280.2</td>
<td>6059.0</td>
<td>1787.1</td>
<td>70.23</td>
<td>5.99</td>
</tr>
<tr>
<td>bio-yeast</td>
<td>34622.6</td>
<td>34010.4</td>
<td>6280.2</td>
<td>6059.0</td>
<td>1787.1</td>
<td>70.23</td>
<td>5.99</td>
</tr>
<tr>
<td>ca-AstroPh</td>
<td>34622.6</td>
<td>34010.4</td>
<td>6280.2</td>
<td>6059.0</td>
<td>1787.1</td>
<td>70.23</td>
<td>5.99</td>
</tr>
<tr>
<td>ca-Au-reiter</td>
<td>34622.6</td>
<td>34010.4</td>
<td>6280.2</td>
<td>6059.0</td>
<td>1787.1</td>
<td>70.23</td>
<td>5.99</td>
</tr>
<tr>
<td>ca-powergrid</td>
<td>34622.6</td>
<td>34010.4</td>
<td>6280.2</td>
<td>6059.0</td>
<td>1787.1</td>
<td>70.23</td>
<td>5.99</td>
</tr>
<tr>
<td>ca-york</td>
<td>34622.6</td>
<td>34010.4</td>
<td>6280.2</td>
<td>6059.0</td>
<td>1787.1</td>
<td>70.23</td>
<td>5.99</td>
</tr>
<tr>
<td>ca-wibet</td>
<td>34622.6</td>
<td>34010.4</td>
<td>6280.2</td>
<td>6059.0</td>
<td>1787.1</td>
<td>70.23</td>
<td>5.99</td>
</tr>
<tr>
<td>ia-Akira</td>
<td>34622.6</td>
<td>34010.4</td>
<td>6280.2</td>
<td>6059.0</td>
<td>1787.1</td>
<td>70.23</td>
<td>5.99</td>
</tr>
<tr>
<td>ia-Collab</td>
<td>34622.6</td>
<td>34010.4</td>
<td>6280.2</td>
<td>6059.0</td>
<td>1787.1</td>
<td>70.23</td>
<td>5.99</td>
</tr>
<tr>
<td>ia-socfb</td>
<td>34622.6</td>
<td>34010.4</td>
<td>6280.2</td>
<td>6059.0</td>
<td>1787.1</td>
<td>70.23</td>
<td>5.99</td>
</tr>
<tr>
<td>ia-talkTalk</td>
<td>34622.6</td>
<td>34010.4</td>
<td>6280.2</td>
<td>6059.0</td>
<td>1787.1</td>
<td>70.23</td>
<td>5.99</td>
</tr>
</tbody>
</table>

Table 3: Comparing LCC, LSCC and LSCC+BMS on typical massive graphs

<table>
<thead>
<tr>
<th>Instance</th>
<th>LCC</th>
<th>LSCC</th>
<th>LSCC+BMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>w_{max}</td>
<td>w_{avg}</td>
<td>(\delta_{max})</td>
<td>(\delta_{avg})</td>
</tr>
<tr>
<td>ca-arabica-2005</td>
<td>(3884, 3425.8)</td>
<td>(3788, 3462.6)</td>
<td>(3788, 3462.6)</td>
</tr>
<tr>
<td>ca-powergrid</td>
<td>(7575, 7439.8)</td>
<td>(7575, 7439.8)</td>
<td>(7575, 7439.8)</td>
</tr>
<tr>
<td>ca-wosym</td>
<td>(227230, 21131.1)</td>
<td>(227230, 21131.1)</td>
<td>(227230, 21131.1)</td>
</tr>
<tr>
<td>ca-MathSciNet</td>
<td>(2611, 2193.1)</td>
<td>(2611, 2193.1)</td>
<td>(2611, 2193.1)</td>
</tr>
<tr>
<td>inf-roadNet-CA</td>
<td>(597, 597)</td>
<td>(597, 597)</td>
<td>(597, 597)</td>
</tr>
<tr>
<td>inf-roadNet-PA</td>
<td>(597, 597)</td>
<td>(597, 597)</td>
<td>(597, 597)</td>
</tr>
<tr>
<td>socfb-B-anon</td>
<td>(1907, 1715.7)</td>
<td>(2470, 1993.2)</td>
<td>(2571, 2073.1)</td>
</tr>
</tbody>
</table>

Conclusion

We developed two local search algorithms for the Maximum Weight Clique problem (MWCPC). We first propose a variant of the configuration checking (CC) strategy, called Strong Configuration Checking (SCC), which is used in developing a local search algorithm named LSCC. Experimental results on standard benchmarks show its superiority over the current best local search algorithm for MWCPC namely the MTNS algorithm.

We further improve LSCC for massive graphs by applying a cost effective heuristic for choosing the swapping vertex pair, namely Best from Multiple Selection (BMS), and obtain the LSCC+BMS algorithm. We also use BMS in the MN/TS algorithm. Experimental results on massive graphs show that the LSCC+BMS algorithm significantly improves the performance of the algorithms on massive graphs, and that LSCC+BMS significantly performs better than MN/TS+BMS. We also carry out extensive experiments to analyze the effectiveness of the SCC and BMS heuristics.

In the future, we plan to further study variants of CC in the context of MWCPC and MCP, and to exploit other properties of vertices such as subcore (Cai and Su 2013), to improve the algorithms. For massive graphs, it is interesting to design low-complexity heuristics to improve the Add and Drop operations in local search algorithms for MWCPC.
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