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Abstract

We present an approach to algorithmic decision-making that
emulates key facets of human decision-making, particularly
in scenarios marked by expert disagreement and ambiguity.
Our system employs a case-based reasoning framework, inte-
grating learned experiences, contextual factors, probabilistic
reasoning, domain-specific knowledge, and the personal traits
of decision-makers. A primary aim of the system is to articu-
late algorithmic decision-making as a human-comprehensible
reasoning process, complete with justifications for selected
actions.

Introduction
The In the Moment (ITM) project, funded by DARPA’s De-
fense Sciences Office, focuses on developing artificial in-
telligence systems that reflect the key personal attributes
of trusted decision-makers and that are capable of complex
decision-making in high-pressure scenarios characterized by
expert disagreement, uncertainty, and resource constraints.

We have designed a system that uses algorithms to make
decisions based on input data and predefined rules and mod-
els. This algorithmic decision-maker automates the creation
of human-like arguments, selecting decisions supported by
justifications that closely align with the attributes of trusted
decision-makers. This is facilitated by a set of analytical
tools that emulate aspects of human decision-making. The
initial focus of the demonstration system will be on small
military unit medical triage scenarios in austere environ-
ments, with plans to expand its applicability to mass casualty
scenarios and other challenging decision domains.

Case-Based Reasoning and Analogy
Analogical reasoning is a cognitive process that uses simi-
larities between different situations or concepts to make pre-
dictions or offer explanations. This method enables individ-
uals to derive inferences and establish connections based on
prior experiences and knowledge. Its utility extends across
various cognitive tasks, including problem-solving, moral
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decision-making, and commonsense reasoning (Forbus and
Hinrichs 2017).

Case-based reasoning incorporates elements of analogi-
cal reasoning by adapting solutions from past similar cases
to address new problems. The process entails identifying a
new problem, finding analogous cases, discerning distinc-
tions, and modifying prior solutions to fit the current prob-
lem (Richter and Weber 2013).

Explainable Case-based Reasoning with
Counterfactuals

Explainable Case-Based Reasoning (ECBR) enhances
learning by representing examples as similar prior cases
with justifications derived from numerical, probabilistic, and
logical analyses based on domain knowledge. These anal-
yses, produced by algorithms emulating human-like pro-
cesses, aim to increase understandability and transparency.
The integration of counterfactual cases, as outlined by Byrne
(2019), further aids in understanding by presenting alterna-
tive decision-making scenarios validated through rule-based
criteria. Warren, Keane, and Byrne (2022) contribute by in-
troducing a method that boosts explanations with categorical
transformations, converting continuous features into cate-
gorical ones. This approach is supported by findings by War-
ren, Smyth, and Keane (2022), indicating that people learn
more effectively from counterfactuals with categorical fea-
tures.

Analyzing Decisions
More complex decision-making processes are often charac-
terized by information scarcity and the need for rapid, accu-
rate outcomes with temporal and computational constraints
(Woike, Katsikopoulos, and Martignon 2011). Our approach
includes a Monte Carlo simulation to model human future-
oriented thinking, heuristic rules to emulate how humans use
heuristics to analyze decisions quickly, and an event-based
diagnosis tool to simulate human conceptual inference pro-
cesses and uncertainty management. These methods help
further analyze present and past cases to provide plausible
justifications for a given decision.
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Monte Carlo Tree Search
We employ simulation and a Monte Carlo tree search variant
to emulate human risk analysis in scenarios with imperfect
information and non-deterministic actions. Each simulation
involves selecting actions, asserting unknown ground truths,
and generating states. After multiple iterations, we analyze
potential future states based on their likelihood and value
(Browne et al. 2012). This iterative method mirrors human
deliberation on possibilities (Yao, Zhao, and Liu 2022) and
provides an explanatory mechanism through simulated roll-
outs to justify decisions.

Heuristic Decision Making
Taking inspiration from human search strategies used in
information parsing, heuristic decision-making recognizes
that decision-makers may not have the time, resources, or
cognitive abilities to gather and process all available in-
formation before making a decision (Mosier 2009). By
applying domain-specific heuristic methods, algorithmic
decision-makers can potentially better align with human
decision-making processes and provide more realistic and
effective solutions in general domains (Gigerenzer and
Todd 1999) and, in particular, medical decision-making
(Marewski and Gigerenzer 2012).

Event-Based Diagnosis
Our solution’s event-based diagnosis component employs
the Hybrid Event Memory System (HEMS) (Ménager, Choi,
and Robins 2022), (Ménager and Choi 2023) to facilitate
reasoning under uncertainty. HEMS, a psychologically plau-
sible model, constructs a probabilistic experience taxon-
omy using Bayesian networks to represent episodes and
schemas. Episodes, organized at the leaf level, and hierar-
chical schemas provide a structure for classifying new in-
stances and learning incrementally. In decision-making sce-
narios, HEMS utilizes these elements to describe various as-
pects like casualties, demographic data, and actions. It ex-
cels in retrieving relevant information and conducting prob-
abilistic inference for unobserved elements, thereby aiding
in hypothesis evaluation and contextual understanding.

Justifications
The proposed algorithmic decision-maker compares possi-
ble decisions in a human-like way, presenting a novel form
of justification supported by arguments. These arguments
consist of a situation context, a set of factors that argue for
or against a decision, and a set of weights that represent the
importance of each factor in the specific context of the pro-
posed decision.

Exposing these processes with human-like outputs and
justifications enables decision-makers to improve their un-
derstanding of the applicable problem-solving methods em-
ployed (Floyd and Aha 2017). This is not possible with ma-
chine learning-based approaches such as neural networks
that make decisions in a fundamentally different way and
require post hoc explanation (Kenny and Keane 2021).

Key Decision-Maker Attributes
Our research suggests that analytic outcomes are perceived
as subjectively significant by decision-makers based on their
unique values and priorities (Shortland, Alison, and Moran
2019). This is particularly true in problem-solving scenarios
lacking clear solutions, where the decision-maker’s specific
traits must align with those of the algorithm for the outcome
to be deemed acceptable. Such alignment makes algorithmic
recommendations more acceptable than those based solely
on similarities to past cases (Kohn et al. 2021). Since direct
insight into decision-makers’ mental processes is impossi-
ble, we use inferred weighted mental process combinations
to deduce these traits. The aim is to predict how these char-
acteristics might influence future decisions, comparing them
to past decisions that closely match the decision-maker’s
processes and are most relevant to the current situation.

Concluding Remarks
Our research introduces a method for algorithmic decision-
making that seeks to replicate key elements of human de-
cision processes, especially in situations where experts dis-
agree and there is no clear answer. This approach utilizes
explainable case-based reasoning, drawing on past experi-
ences, contextual elements, and tools that use probabilis-
tic reasoning, domain expertise, and characteristics of the
decision-makers to create justifications that resemble human
thought processes. This strategy allows for the examination
of current and previous cases, offering reasoned explana-
tions for the decisions made by the algorithm.

A crucial aspect of our study is the emphasis on attributes
of the decision-maker, acknowledging the personalized sig-
nificance of outcomes to individuals. Understanding how
these attributes might impact future choices helps to ensure
that our algorithmic system aligns with human experts.
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