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Abstract

We explore the foresighted concerns that Norbert Wiener voiced in 1960 about the potential of machines to learn and create strategies that could not be anticipated, drawing parallels to the fable "The Sorcerer’s Apprentice" by Goethe. The progress in artificial intelligence (AI) has brought these worries back to the forefront, as shown by a survey AI Impacts conducted in 2022 with more than 700 machine learning researchers. This survey found a five percentage probability that advanced AI might cause "extremely adverse" outcomes, including the possibility of human extinction. Importantly, the introduction of OpenAI’s ChatGPT, powered by GPT-4, has led to a surge in entrepreneurial activities, highlighting the ease of use of large language models (LLMs). AI’s potential for adverse outcomes, such as military control and unregulated AI races, is explored alongside concerns about AI’s role in governance, healthcare, media portrayal, and surpassing human intelligence. Given their transformative impact on content creation, the prominence of generative AI tools such as ChatGPT is noted. The societal assessment of Artificial Intelligence (AI) has grown increasingly intricate and pressing in tandem with the rapid evolution of this technology. As AI continues to advance at a swift pace, the need to comprehensively evaluate its societal implications has become more complex and urgent, necessitating a thorough examination of its potential impact on various domains such as governance, healthcare, media portrayal, and surpassing human intelligence. This assessment is crucial in addressing ethical concerns related to bias, data misuse, technical limitations, and transparency gaps, and in integrating ethical and legal principles throughout AI algorithm lifecycles to ensure alignment with societal well-being. Furthermore, the urgency of addressing the societal implications of AI is underscored by the need for healthcare workforce upskilling and ethical considerations in the era of AI-assisted medicine, emphasizing the critical importance of integrating societal well-being into the development and deployment of AI technologies. Our study entails an examination of the ethical quandaries and obstacles presented when developing methods to evaluate and predict the broader societal impacts of AI on decision-making processes involving the generating of images, videos, and textual content.

Figure 1: Analysis of High-Level Machine Intelligence 2015-2021

Introduction

In 1960, Norbert Wiener, recognized as the father of cybernetics, published a prescient essay expressing concern about a future world where machines would possess the ability to learn and devise unforeseen strategies that would perplex their programmers (Wiener 2019). Wiener postulated that such strategies could potentially encompass actions that were not authentically desired by the programmers but, instead, mere imitations imbued with a touch of novelty. Wiener provided an illustrative reference to Goethe’s fable, “The Sorcerer’s Apprentice,” in which an apprentice magician casts a spell on a broom, instructing it to fetch water and fill his master’s bath (Griffiths 1996). However, the apprentice lacks the ability to halt the broom once its task is complete. Consequently, the broom continues to bring water, eventually causing a flood because of its inability to exercise common sense and recognize when to stop its actions.

The remarkable advancements in contemporary artificial intelligence (AI) research have revived the concerns originally expressed by Wiener. In August 2022, an AI Impacts research group conducted a comprehensive survey involving more than 700 machine learning researchers (Basit et al. 2021). The survey was designed to gather information on their predictions about advances in AI and the potential risks associated with this technology.
Based on the survey findings, the average respondent estimated a 5% likelihood of advanced AI leading to an "extremely adverse" outcome, such as human extinction (see Figure 1). However, the introduction of OpenAI's ChatGPT, an interactive conversational interface driven by GPT-4, has sparked an unprecedented surge in entrepreneurial activity, surpassing the magnitude of the dotcom boom. In terms of user experience, applications utilizing large language models (LLMs) and similar software exhibit an astonishing level of user-friendliness, requiring minimal effort from users who need to input a prompt to generate desired results (Jiang et al. 2020; Crawford 2013).

AI leading to an "extremely adverse" outcome, such as human extinction, can happen for various reasons. One of the concerns is the possibility of putting military drones and weaponry under the full control of AI systems, which could lead to catastrophic consequences (Bohannon 2015). Another reason is the uncontrolled AI race that can lead to the extinction of humanity, requiring measures to contain, prevent, regulate, and secure an AI race within the framework of artificial general intelligence (AGI) development (Schmidt 2018). The utilization of AI in governance also raises concerns about existential risk and administrative evil (Bullock 2019). While AI has the potential to improve healthcare delivery, a few catastrophic events involving AI could spell doom for AI in healthcare (Esmaeilzadeh 2020; Elahi 2020). The depiction of AI in the popular press has also exaggerated both its negative and positive impacts on human society, which could lead to misguided decisions and actions (Halaweh 2018). Finally, the possibility of an intelligent machine surpassing human intelligence across a wide set of skills has been proposed as a possible existential catastrophe (Jebbari and Lundborg 2021; Vold and Harris 2021; Hole 2023).

Generative artificial intelligence (AI) tools such as ChatGPT, DALL-E, and GitHub Copilot have recently gained significant attention (Brown et al. 2020). Comprehending the definition and applications of generative AI and its users is crucial due to its potential to transform content creation in diverse fields.

We want to address the question: What are the challenges associated with Assessing AI-powered generative algorithms for decision-making in image, video, and text generation?

If Generative AI becomes integrated into decision-making processes, we must confront critical questions. Can AI be manipulated to amplify the influence of marketing unnecessary products and services, potentially exploiting consumers? On the contrary, can it be used to streamline complex medical diagnostics without compromising patient safety? How might AI's role in decision-making impact less affluent democracies, the handling of sensitive information, or the credibility of data-driven choices? These questions underscore the intricate balance between harnessing AI's potential and addressing ethical, legal, and societal concerns.

The review of existing literature reveals a growing body of evidence pointing toward ethical concerns arising from using AI in decision-making processes (Henman 2019; Lysaght et al. 2019; Guan, Dong, and Zhao 2022). Notably, these concerns encompass issues such as algorithmic bias, data misuse, and technical limitations. Furthermore, the absence of transparency and accountability within AI decision-making processes can result in adverse outcomes, including group harm and discrimination (Davenport and Kalakota 2019). The literature emphasizes the need to incorporate ethical and legal principles throughout the lifecycle of AI algorithms, encompassing their design, training, and deployment stages (Ntoutsi et al. 2020; Eppler et al. 2023; Robbins 2020). By doing so, it becomes possible to strike a balance between leveraging the immense potential of AI technology and responsibly ensuring social good.

Assessing Image Generation Challenges in Decision-Making Processes

Computer science has witnessed significant research endeavors centered on image generation through generative adversarial networks (GANs). A notable contribution to this field is the paper entitled "Unpaired Image-to-Image Translation Using Cycle-Consistent Adversarial Networks" (Zhu et al. 2017). The authors present a distinctive approach to acquiring proficiency in image translation from a source domain to a target domain, even in the absence of paired instances. This is achieved by introducing a mapping function denoted as follows:

\[ G : X \rightarrow Y \]

where \( X \) represents the source domain and \( Y \) represents the target domain. This mapping function aims to learn the translation of images from the source domain \( X \) to the target domain \( Y \), even in cases where paired examples are unavailable. The goal is to make the distribution of images generated by \( G \) from the source domain \( (G(X)) \) indistinguishable from the distribution of images in the target domain \( (Y) \) using an adversarial loss (Zhu et al. 2017).

In response to the inherent under-constrained characteristics of the mapping process, the researchers introduce an additional inverse mapping function denoted as:

\[ F : Y \rightarrow X \]

representing its ability to transform images from the target domain \( Y \) back to the source domain \( X \). The purpose of the inverse mapping function \( F \) is to establish a bidirectional relationship, allowing for the reconstruction of original images from the target domain.

Cycle consistency is a pivotal principle in this context. The authors ensure that the composition of the mapping functions \( F \) and \( G \) results in a cycle-consistent transformation. Specifically, \( F(G(X)) \) approximates the original image in \( X \), and conversely, \( G(F(Y)) \) approximates the original image in \( Y \). This cyclic consistency ensures that the translated images maintain fidelity to their source domain counterparts even after undergoing the mapping and inverse mapping processes.

Large Scale GAN Training for High Fidelity, Natural Image Synthesis, contributes significantly to image generation. The study centers on generating high-resolution and diverse samples from intricate datasets such as ImageNet. The author undertakes the ambitious task of training Generative Adversarial Networks (GANs) on a substantial scale while...
specifically investigating the unique instabilities that arise within this expansive context. A noteworthy approach applied in this research involves the implementation of orthogonal regularization within the generator component of the GAN architecture. This strategic regularization technique is pivotal in stabilizing the training process and enhancing the quality and fidelity of the images generated. Consequently, Brock’s study not only advances the capabilities of GAN-based image synthesis but also underscores the critical role of orthogonal regularization in addressing challenges associated with large-scale GAN training (Brock, Donahue, and Simonyan 2018).

The progress made in image generation has paved the way for diverse applications, encompassing style transfer, object transfiguration, season conversion, and photo enhancement (Zhu et al. 2017). The capacity emerges through acquiring a learned mapping between distinct image domains to engender images that embody the attributes intrinsic to specific styles or domains. For instance, the GANs method can imbue natural photographs with distinctive artistic characteristics to a collection of renowned painters, thereby transforming the images into their respective styles.

In the realm of decision-making concerning image generation, the onus predominantly rests upon users or stakeholders who employ the generated images for multifarious objectives. These decision-makers encompass individuals, entities, or even automated systems that depend on the synthesized images to facilitate subsequent analyses or decision-making protocols. The images generated are of utility across diverse domains, including arts, design, advertising, and scientific investigation. In the context of art and design, decision-makers can be artists, designers, or creative directors who use the generated images for inspiration or as integral components of their creative workflows.

Within scientific research, the role of decision-makers extends to researchers and scientists who harness the generated images to advance data analysis, facilitate visualization, and fortify their research findings. In this scientific context, these decision makers often depend on the images synthesized to derive conclusions and glean insights from the underlying data, thus enhancing the depth and scope of their investigative efforts. However, a crucial consideration emerges, underscoring the imperative of decision-makers to demonstrate prudence and judicious reasoning when integrating generated images (Ribeiro, Singh, and Guestrin 2016). The significance of comprehending the rationales underpinning predictions is important in evaluating the trustworthiness of a model’s outputs. This principle finds applicability within the realm of image generation, necessitating decision-makers to possess a lucid comprehension of the procedural intricacies governing image synthesis, as well as a discerning awareness of the inherent constraints within the algorithms driving the process.

Figure 2 shows how research on creating images from generative AI techniques, such as GANs, involves training models to generate new images based on patterns and characteristics learned from training data (Zhu et al. 2017). However, there is sensitive information that AI can manipulate in poor democracies, where the quality of graphs can be misinterpreted. For instance, in South Africa, 64% of South African state-owned entities (SOEs) present graphs in their annual reports, with non-financial graphs being disclosed more than financial graphs. Using the graph discrepancy index (GDI), it was found that SOEs tend to overstate data trends more than underestimate trends, resulting in a better image of the SOE being presented (Kathrada, Yasseen, and Varachia 2021).

Reflection Questions Derived from Figure 2
Can generative AI prolong the power in poor democracies where information can be manipulated? If we know that a picture means two thousand words, how can we trust generative AI when it can play a role in critical decisions like budget spending on state-owned entities?

Societal Assessment in Neuro-interventional Surgery
The impact of generative AI in neuro-interventional surgery is a critical area of assessment, as it presents both opportunities and challenges in the realm of surgical practice. While the literature primarily focuses on the broader implications of AI in surgery, there is a growing recognition of the potential for AI, particularly generative AI, to support and enhance neuro-interventional surgical procedures.

Societal Assessment in Sensitive Information Using Graphs
Generative AI in state-owned entities (SOEs) prompts a comprehensive societal assessment that analyzes its ethical, legal, and technical implications. Ethically, generative AI’s use in SOEs generates concerns about potential bias or misinformation, especially in financial reporting, reputation management, and crisis response strategies.
Can generative AI exacerbate the influence of marketing unnecessary things in human minds? Can generative AI systems save radiologists’ time without endangering patients?

**Societal Assessment on Promotional Videos**

Generative AI impacts societal assessment in the context of promotional videos through a multifaceted analysis that includes ethical, legal, and technical considerations. In terms of ethics, concerns arise about the potential for creating misleading or biased content in promotional videos using generative AI, especially when it comes to persuasive visual storytelling (Liu et al. 2019). It is crucial to evaluate the ethical implications thoroughly to ensure the content is transparent, fair, and free from manipulative elements. Legally, Kindy-lidi Cabral (2021) emphasize the need to scrutinize the deployment of generative AI in promotional videos to comply with regulations regarding deceptive advertising, intellectual property rights, and consumer protection laws. Technically, Dignum (2022) suggests evaluating the accuracy, reliability, and transparency of AI-generated promotional videos to align them with ethical and legal standards. Thus, generative AI’s impact on societal assessment in promotional videos requires a comprehensive examination of ethical, legal, and technical dimensions to mitigate potential risks and ensure the responsible and ethical deployment of generative AI in creating promotional content.

**Societal Assessment on Video Images at the End of Life**

The assessment of the societal impact of generative AI using videos to support end-of-life care in hospitals encompasses a comprehensive evaluation of ethical, legal, and technical dimensions. Ethically, the use of generative AI in creating videos for end-of-life care necessitates careful consideration to ensure that the content is respectful, empathetic, and aligned with the values and preferences of patients and their families (Bloomer et al. 2022; Howes 2015). Moreover, the legal dimension involves scrutiny to ensure compliance with patient privacy regulations, informed consent, and the ethical use of patient data in creating supportive videos for end-of-life care in hospital settings (Dunphy et al. 2016; Kryworuchko et al. 2013). Additionally, the technical assessment of generative AI in this context involves evaluating the accuracy, appropriateness, and effectiveness of the videos in addressing the emotional and informational needs of patients and families facing end-of-life care, while also considering the potential impact on the quality of care and patient outcomes (Maetens et al. 2019; Ananth et al. 2023). Therefore, the societal assessment impacted by generative AI using videos to support end-of-life care in hospitals necessitates a thorough examination of ethical, legal, and technical dimensions.
dimensions to ensure that the use of AI technology in this sensitive context is respectful, supportive, and aligned with the best interests of patients and their families.

Assessing Text Generation Challenges in Decision-Making Process

Decision making is a complex process that involves evaluating different options and selecting the best course of action based on specific criteria or objectives. In recent years, generative AI text generation models have shown promise in helping with decision-making tasks. One notable model is the Transformer, a network architecture that relies solely on attention mechanisms, eliminating the need for recurrent or convolutional neural networks (Vaswani et al. 2017). This architecture is highly effective in sequence transduction tasks, such as machine translation. The Transformer model achieves state-of-the-art results in translation tasks, outperforming existing models and ensembles (Vaswani et al. 2017).

Integrating artificial intelligence (AI) into decision-making has raised many ethical considerations (Villegas-Galaviz and Martin 2023). The advent of AI can potentially widen the ethical gap, given that decisions are now encompassed within an enigmatic process that might not be entirely comprehensible to human agents (Villegas-Galaviz and Martin 2023). This ethics of care approach considers various factors, including situational dynamics, contextual nuances, interdependence, and susceptibility to influence, all playing crucial roles in AI-mediated decisions.

Figure 4 shows how text-based decision-making generated by AI can affect research and evidence support in the medical field. On the contrary, we can see that in 2016, there was rigorous research on the evaluation of a new set of measures by graduate students in the biological, health, and social sciences where AI was not involved.

Reflection Questions Derived from Figure 4

Large language models increasingly reply to prompts with a believably human response. Can they also mimic human behavior? If generative AI promises the automation of repetitive tasks and value creation in new jobs, how do data labelers, depending on the worker’s location and the task assigned, earn from $1 per hour in Kenya to $25 per hour or more in the US?

Societal Assessment on Nonhuman “Authors” in Research

The integration of artificial intelligence (AI) in scientific writing has raised significant ethical and practical considerations. While AI presents opportunities for enhancing the efficiency and productivity of scientific manuscript preparation, it also introduces challenges related to transparency, accountability, and ethical dilemmas (Holmes et al. 2021). The use of AI, such as ChatGPT, in medical and scientific writing has prompted discussions on the ethical implications of AI-generated content and its potential to replace human authors (Holmes et al. 2021). Furthermore, the ethical considerations of AI in various domains, such as education, radiology, and agriculture, have been extensively examined, emphasizing the need for a community-wide ethical framework and the assessment of social and ethical impacts.

The multidisciplinary perspectives on AI underscore the emerging challenges, opportunities, and the need for a comprehensive research agenda in the context of AI integration in scientific writing and research. Additionally, the examination of epistemic modality in AI research articles highlights the evolving scholarly attitudes toward AI statements and their impact on scientific discourse. The societal and ethical implications of AI in agriculture, radiology, and surgery further emphasize the importance of understanding and addressing the broader societal impact of AI integration in scientific domains.
AI’s Social Impacts and Individual Well-being: Methodological Challenges

The social impacts of artificial intelligence (AI) on individual well-being present methodological challenges that require careful consideration. The emergence of AI has led to its widespread impact on various sectors, necessitating an assessment of its effects on sustainable development (Vivesa et al. 2020). The Institute of Electrical and Electronics Engineers (IEEE) has introduced a new standard, IEEE 7010, which focuses on assessing the well-being implications of AI, emphasizing the need to address the social and ethical implications of AI on human well-being (Schiff et al. 2020). Furthermore, the application of AI has brought about efficiency improvements and cost reductions, which are beneficial for economic growth, social development, and human well-being. However, it is crucial to recognize that certain AI applications, particularly appearance-focused activities on social media, can hurt vulnerable individuals’ well-being, such as adolescents or those with low self-esteem (Javornik et al. 2022). Additionally, the widespread use of AI technology raises privacy and social justice issues, highlighting the need to address these concerns to safeguard individual well-being. Therefore, addressing the social impacts of AI on individual well-being requires a comprehensive approach that considers the ethical, social, and economic implications to ensure the responsible development and deployment of AI systems.

The impact of AI-based decision-making systems on individuals and societies has been a subject of concern, particularly about gender bias. Studies suggest that AI-based decision-making systems may be biased towards gender, thereby impacting individuals and societies. Additionally, the impact of AI on decision-making extends to the doctor-patient relationship, with concerns raised about the potential decrease in doctors’ control over decision-making and the threat to professional autonomy posed by AI. Moreover, the impact of AI on decision-making has implications for community well-being, as community well-being indicators can be used to understand the impacts of AI on community well-being and aid in decision-making.

Conclusions

The advent of generative AI, exemplified by tools like ChatGPT, DALL-E, and GitHub Copilot, has sparked a new era of content creation and interaction. The simplicity and user-friendliness of these tools are evident, but so are the ethical complexities underlying their use. The ethical implications of AI decision-making extend to various domains. In image generation, algorithmic bias, and data misuse require careful attention. Video generation introduces considerations of equitable treatment, respect, trustworthiness, and the potential dehumanization of decision-making processes. In text generation, the ethics of care framework emphasizes situational dynamics, contextual nuances, and vulnerability in AI-mediated decisions.

The integration of generative AI into decision-making raises critical questions. Can AI exacerbate the influence of marketing unnecessary products and services? Can it streamline complex medical diagnostics without compromising patient safety? How might AI’s role in decision-making impact poor democracies, sensitive information, or the credibility of crucial data-driven choices? These inquiries underscore the delicate balance between leveraging AI’s potential and ensuring that ethical, legal, and societal considerations are meticulously addressed.

As AI’s capabilities expand, responsible and transparent development practices must be at the forefront of AI research and deployment. Ethical frameworks, legal principles, and proactive measures to mitigate bias, enhance transparency, and foster accountability are essential to ensuring that integrating AI-powered generative algorithms in decision-making remains a force for positive change rather than a source of unintended consequences. By addressing these questions and challenges head-on, we can navigate the evolving landscape of AI-driven decision-making with a commitment to societal well-being and ethical integrity.
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