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Abstract

Conventional federated learning algorithms train a single global model by leveraging all participating clients’ data. However, due to heterogeneity in client generative distributions and predictive models, these approaches may not appropriately approximate the predictive process, converge to an optimal state, or generalize to new clients. We study personalization and generalization in stateless cross-device federated learning setups assuming heterogeneity in client data distributions and predictive models. We first propose a hierarchical generative model and formalize it using Bayesian Inference. We then approximate this process using Variational Inference to train our model efficiently. We call this algorithm Federated Variational Inference (FedVI). We use PAC-Bayes analysis to provide generalization bounds for FedVI. We evaluate our model on FEMNIST and CIFAR-100 image classification and show that FedVI beats the state-of-the-art on both tasks.

Introduction

Federated Learning (FL) (McMahan et al. 2016) enables decentralized model training, avoiding the need to aggregate data on a central server due to privacy concerns. In FL, the central server oversees a global model distributed to clients who conduct local training, and the model updates are aggregated to iteratively improve the global model.

In simple and idealized settings, FL can approximate centralized training with similar theoretical guarantees, as seen in FedSGD (McMahan et al. 2016). However, real-world cross-device FL scenarios, such as those in (Reddi et al. 2020; Wang et al. 2021), often diverge from these ideal conditions. Practical FL implementations involve multiple local training steps to minimize communication overhead. Client participation is typically uneven, with some contributing more data and others not participating at all. Additionally, the non-Independently and Identically Distributed (non-IID) nature of client datasets, stemming from distinct data generation processes, challenges theoretical guarantees, leads to performance disparities between participating and non-participating clients (Yuan et al. 2022), and complicates training high-performing models in practical FL setups.

Modern approaches address this challenge by either modifying the local loss to converge to a global solution (Li et al. 2020) or using personalized models to handle local distribution shifts (Zhang et al. 2022). Approaches for personalization have often focused on stateful FL setups, where clients are revisited throughout training and thus can update a locally stored model (Karimireddy et al. 2019; Wang et al. 2021). However, many production scenarios are effectively stateless, since individual clients only rarely contribute to training, and local models may be either stale or non-existent. Few studies have concentrated on personalization in this context. Those that have (Singhal et al. 2021), require clients to possess labeled examples for personalization.

This paper addresses personalization in stateless cross-device FL with FedVI, a Variational Inference (VI) algorithm enabling generalization and personalization across diverse client data, even for untrained clients. The key contributions encompass (i) proposing a hierarchical generative model rooted in mixed effects models for cross-device federated setups, (ii) offering generalization bounds through Probably Approximately Correct (PAC)-Bayes analysis, (iii) introducing FedVI algorithm, inspired by the theoretical approach, which provides a simplified experimental approximation and can be implemented by the existing FL frameworks, and (iv) demonstrating the superior performance of FedVI on two federated datasets, FEMNIST and CIFAR-100, compared to previous state-of-the-art methods.

Related Work

Bayesian FL: To tackle statistical heterogeneity in FL, various studies have employed Bayesian methods to incorporate domain knowledge and aid convergence. Early attempts

Figure 1: Illustration of diverse data generation and predictive models in cross-device FL.
(Thorgeirsson and Gauterin 2020; Chen and Chao 2020) focused on model aggregation, either to retain uncertainty in model parameters, or to weight parameter updates proportional to performance. (Zhang et al. 2022) instead attempts to use a Bayesian Neural Network (BNN) approximated with VI to train a global model using a Kullback–Leibler (KL) regularizer which induces convergence similar to the proximal term in FedProx (Li et al. 2020). While their local models can, in principle, personalize by deviating from the global model, they realistically require stateful settings with significant labeled data on clients in order to do so. (Kotelevskii et al. 2022) casts personalized FL as mixed effects regression, and attempts to model the inherent heterogeneity in this setting explicitly using Stochastic Gradient Langevin Dynamics (Welling and Teh 2011). Our proposed method shares a similar generative process with (Kotelevskii et al. 2022), but leverages VI for efficient posterior inference and PAC-Bayes bounds (Germain et al. 2016) to promote generalization.

Stateful FL: There is a rich body of literature on personalization in FL (Corinzia, Beuret, and Buhmann 2019; Ghosh et al. 2021; Chen and Chao 2022; Collins et al. 2023; Deng, Kamani, and Mahdavi 2020; Li et al. 2021; Hassan, Salomone, and Mengersen 2023). Many previous methods focus on stateful settings, where a set of local parameters is stored on clients and is maintained throughout rounds of training. In contrast, we focus on stateless settings where it is not possible to maintain an up-to-date local state on each client. This is similar to the setting considered by (Marfoq et al. 2022), who uses K-nearest neighbors to account for client distributional shift. While this is a robust means of dealing with both input and output distributional shift, it requires clients to possess labeled examples for every class (which is unrealistic in real-world setups), and cannot be used outside of classification problems.

Meta Learning: Prior work extensively explores connections between personalized FL and Model-Agnostic Meta-Learning (MAML) (Finn, Abbeel, and Levine 2017; Singhal et al. 2021; Fallah, Mokhtari, and Ozdaglar 2020; Collins et al. 2023; Lin et al. 2023; Chen et al. 2019). These approaches focus on finding a global initialization that clients can rapidly adapt to their local data. Motivated by MAML, FedRecon (Singhal et al. 2021) uses a partially FL setting, training only a subset of “global” parameters for fast local parameter reconstruction. Our work builds upon the principles established in FedRecon. Unlike this work, we also provide a means of reconstructing local parameters without access to labeled data.

Methods

Hierarchical Generative Model

Let us consider a stateless cross-device FL setup with multiple clients and a server, where client subsets are randomly selected each round. We categorize each client’s model parameters as global (θ) and local (βk for k ∈ [c]) parameters, with c representing the total number of clients. Global parameters update at the server, while local parameters stay on-device. Global parameters are drawn from prior t(θ), while each client’s local parameters are independent samples from the local prior r(Bk). Data may be non-IID across clients (xik ∼ νk(Xk) for i ∈ [n_k]), where n_k is the total number of data samples at client k. Moreover, each client may have a distinct predictive distributions. Although all clients share the same likelihood distribution family f(θ̂, β̂k, xik), the distribution varies based on β̂k, making it different for each client.

The above setup is a prototypical example of a mixed effects model (Demidenko 2013), commonly employed for predicting a continuous random variable using multiple independent factors, including both random and fixed, and incorporating repeated measurements from the same observational unit. Framing our work within this well-established mixed effects model framework allows us to leverage existing theoretical insights from the field. To summarize, we propose the following hierarchical data generating process:

\[
\theta \sim t(\theta) \quad (1)
\]

\[
\text{for } k \in [c]: \quad \beta_{k} \sim r(B_{k})
\]

\[
\text{for } i \in [n_{k}]: \quad x_{ik} \sim \nu_{k}(X_{k})
\]

\[
y_{ik} \sim f(\theta, \beta_{k}, x_{ik}),
\]

where \( f : \Phi \times B_{k} \times X_{k} \rightarrow Z_{k} \) is a deterministic function (e.g., DNN) mapping what we know to the latent space \( Z_{k} \), which is the parameter space of our distribution over outcomes, \( f(\cdot) \).

For a more intuitive grasp of varying data generation processes and predictive distributions, consider the Federated EMNIST dataset (FEMNIST) in Figure 1. This figure highlights the diversity of data generation processes in FEMNIST dataset. Each client’s unique handwriting style (e.g., how they write the numbers ‘1’ or ‘7’) influences their data. This leads to differing predictive distributions – one client might misinterpret another client’s characters due to stylistic variations. Consequently, a single global model struggles to handle this diversity. To accurately model this scenario, algorithms need to incorporate local adjustments or personalization, recognizing that each client’s data generation process may be distinct. Our proposed algorithm explicitly assumes this data generating process. Note that this assumption reduces in special cases to existing FL setups, such as IID predictive distributions (r(Bk) = δ(Bk − δ)), or IID data generating processes (nu_k(X_k) = nu(X_k)).
VI. We derive the evidence lower bound (ELBO), which is equal to

\[
\sum_{c \in [c]} \sum_{i \in [n_c]} \mathbb{E}_{q(\theta, \beta^c | X, Y)} [\log q(\theta, \beta^c | X, Y) ]
\]

This section defines the objective function for our training process. We will start by calculating the posterior intractable.

\[
J(\lambda; \gamma, \tau) = D_{KL}(q_\lambda(\theta, \beta^c | X, Y) || p(\theta, \beta^c, Y | X))
\]

where \( \gamma, \tau, t(\theta), r(\beta_*) \), and the functional form of \( q_\lambda(\theta, \beta^c | X, Y) \) are left as hyper parameters. The details of this derivation are provided in Appendix B.

**Generalization Bounds**

Our training objective is the ELBO, which minimizes training error, but our true goal is better generalization (minimizing error on unseen data). To achieve this, we leverage PAC-Bayes analysis and propose a slightly generalized version of Theorem 3 in (Germain et al. 2016), in the form of the following corollary, to compute a generalization bound for our model’s true risk.

**Corollary 1** Given a distribution \( \mathcal{D} \) over \( X \times Y \), a hypothesis set \( \mathcal{F} = \{ \theta, \beta^c \} \), a loss function \( \ell : \mathcal{F} \times X \times Y \to \mathbb{R} \), a prior distribution \( \pi(\Theta, B^c) = t(\Theta) r(B^c) \) over \( \mathcal{F} \), a \( \delta \in (0, 1] \) and a real number \( \eta > 0 \), with probability at least \( 1 - \delta \) over the choice of \( (x)^c, (y)^c \) \( \sim \mathcal{D} \), for any \( q(.) \) on \( \mathcal{F} \) we have:

\[
\mathbb{E}_D \left[ - \log \mathbb{E}_{q(\theta, \beta^c | X, Y)} [\ell(Y, X, \theta, \beta^c)] \right] \leq \mathbb{E}_{X,Y} \left[ \mathbb{E}_{q(\theta, \beta^c | X, Y)} [\log \ell(Y, X, \theta, \beta^c)] \right] + \frac{1}{\eta} \left[ D_{KL}(q(\theta, \beta^c | X, Y) || \pi(\theta, \beta^c)) + \log \left( \frac{1}{\eta} \mathbb{E}_{X,Y} [\exp(\eta \mathbb{E}_D [\log \ell(Y, X, \theta, \beta^c)])] \right) \right],
\]
V100 GPUs for hyperparameter tuning. For FEMNIST (3400 samples) we observe that it equals the ELBO (Equation 2) plus a constant slack term, unrelated to the surrogate or posterior distributions. Therefore, minimizing the ELBO also minimizes generalization error (assuming a finite slack term). This suggests that optimizing the ELBO will enhance the model’s generalization capabilities.

Implementation and Experimental Evaluation

Distributions: For the prior distribution of the local parameters, we assume a normal distribution with zero mean and variance equal to that given by the initialization scheme (e.g. Glorot and Bengio 2010; Glorot, Bordes, and Bengio 2011; He et al. 2015). No assumptions are made on client data distributions. Our likelihood is a categorical distribution with logits generated by a deep neural network parameterized by $\theta$ and $\beta_k$. To simplify implementation, we use a point estimate for the global posterior (equivalent to $\gamma = 0$ in Equation 2). To ensure a finite KL divergence between the global posterior and the global prior, $D_{KL}(q_{\theta}(X,Y)||t(\theta))$, we assume a narrow but finite global posterior, with the global prior remaining any finite function.

Tasks: We evaluate FedVI on FEMNIST (Caldas et al. 2019) (62-class, naturally diverse data generation per client) and CIFAR-100 (Krizhevsky 2009) (100-class, synthetically partitioned with LDA). FEMNIST highlights FedVI’s ability to handle diverse data distributions, while CIFAR-100 showcases its performance on complex classification.

Model Architecture: There are infinitely many model architectures which could implement our method. The architecture that we chose in our experiments is illustrated in Figure 2 and explained in details in Appendix D.

Implementation: FedVI algorithm is implemented in TensorFlow Federated (TFF) and scaled to NVIDIA Tesla V100 GPUs for hyperparameter tuning. For FEMNIST (3400 clients), we hold out 20 clients for generalization testing. During training, 100 clients are randomly selected per round (with replacement across rounds). For CIFAR-100 (500 clients), we hold out 10 clients and randomly select 50 per round. Training involves 1500 rounds with mini-batches of 256 samples using mini-batch gradient descent. The details of training procedure are provided in Appendix D.

Evaluation Results and Discussion: We compare our proposed FedVI algorithm with the state-of-the-art personalized FL method, KNN-Per (Marfoq et al. 2022), as well as other methods including FedAvg (McMahan et al. 2016), FedAvg+ (Chen and Chao 2022), ClusteredFL (Ghosh et al. 2021), DITTO (Li et al. 2021), FedRep (Collins et al. 2023), and APFL (Deng, Kamani, and Mahdavi 2020), using the results reported in (Marfoq et al. 2022).

Table 1 presents weighted average accuracy on local test datasets (unseen during training) for both participating and non-participating clients using FedVI and other methods. For robustness, FedVI’s test accuracy is averaged across the final 100 training rounds.

Figure 3a shows the average test accuracy over the last 100 FEMNIST training rounds for a range of KL hyperparameter $\tau$, from $10^{-12}$ to $10$. (As the horizontal axis of both figures in Figure 3 are semi-logarithmic, test accuracy results of $\tau = 0$ are shown at point $\tau = 10^{-12}$). Notably, $\tau = 10^{-9}$ outperforms others, achieving higher accuracy with a smaller generalization gap compared to $\tau = 0$.

Figure 3b displays the average test accuracy over the last 100 rounds in CIFAR-100, with varying KL hyperparameter $\tau$. Notably, $\tau = 10^{-3}$ achieves the highest accuracy for both participating and non-participating clients. Comparing $\tau = 0$ to other values ($\tau \neq 0$) reveals that minimizing KL divergence reduces the gap in participation test accuracy, as anticipated. Furthermore, comparing this figure to Figure 3a, it’s evident that the difference in test accuracy between $\tau = 0$ and $\tau = 10^{-9}$ in the FEMNIST experiment is significantly larger than the difference between $\tau = 0$ and $\tau = 10^{-3}$ in the CIFAR-100 experiment. This suggests that minimizing KL divergence is more critical for FEMNIST than for CIFAR-100. One possible explanation is that in FEMNIST, each client’s data generation distribution naturally differs, while in CIFAR-100, data is synthetically partitioned and distributed among clients.

Conclusion and Future Work

This work addresses personalization in stateless cross-device federated setups through the introduction of FedVI, a novel algorithm grounded in mixed effects models and trained using VI. We establish generalization bounds for FedVI through PAC-Bayes analysis, present a novel architecture, and implement it. Evaluation on FEMNIST and CIFAR-100 datasets demonstrates that FedVI outperforms state-of-the-art methods in both cases. It is worth noting that in this paper, we employed a narrow normal distribution as the posterior for global parameters. However, in future research, we intend to explore more generalized distributions to enhance the modeling capabilities. Additionally, the model architecture presented in Figure 2 is just one of several possible architectures that align with our theoretical hierarchical model. In upcoming work we will focus on refining these architectures to optimize performance and explore their potential for achieving even better results.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>FedAvg</th>
<th>FedAvg+</th>
<th>ClusteredFL</th>
<th>DITTO</th>
<th>FedRep</th>
<th>APFL</th>
<th>KNN-Per</th>
<th>FedVI</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEMNIST</td>
<td>83.4/83.1</td>
<td>84.3/84.2</td>
<td>83.7/83.2</td>
<td>83.4/83.9</td>
<td>85.3/85.4</td>
<td>84.1/84.2</td>
<td>88.2/88.1</td>
<td>90.3/90.6</td>
</tr>
<tr>
<td>CIFAR-100</td>
<td>47.4/47.1</td>
<td>51.4/50.8</td>
<td>47.2/47.1</td>
<td>52.0/52.1</td>
<td>53.2/53.5</td>
<td>51.7/49.1</td>
<td>55.0/56.1</td>
<td>59.1/58.7</td>
</tr>
</tbody>
</table>

Table 1: Test accuracy of the participating/non-participating clients.

for $E_D[.] = E_{(X,Y)\sim D}[.]$ and $E_{X,Y}[\log(\ell(Y|X,\theta,\beta))] = \frac{1}{\sum_{k=1}^{c} n_k} \sum_{k=1}^{c} \sum_{i=1}^{n_k} \log(\ell(y_{ik}|x_{ik},\theta,\beta_k))$.

Proof: This corollary’s proof is provided in Appendix C.
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