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Abstract

We propose conversational agents as a means to simulate expert interviews, integrated into a simulational learning environment: ChEdventure. Designing and developing conversational agents using the existing tools and frameworks requires technical knowledge and a considerable learning curve. Recently, LLMs are being leveraged for their adaptability to different domains and their ability to perform various tasks in a natural, human-like conversational style. In this work, we explore if LLMs can help educators easily create conversational agents for their individual teaching goals. We propose a generalized template-based approach using LLMs that can instantiate conversational agents as an integrable component of teaching and learning activities. We evaluate our approach using prototypes generated from this template and identify guidelines to improve the experience of educators.

Introduction

Conversational Agents (CAs) are frequently used in technology-assisted teaching and learning. Several studies have highlighted the benefits as well as the challenges of integrating CAs in different fields of education (Hwang and Chang 2023; Sandu and Gide 2019).

A challenge that is less addressed in the literature is the knowledge of technology, tools, and frameworks needed for developing any CA. Most examples of CAs in education have been developed either by interdisciplinary teams with knowledge of technology or by teams that know how to effectively use CA development tools or frameworks (Bahja, Hammad, and Butt 2020; Burkhard et al. 2022). We would like to explore how educators can develop CAs without undergoing technical training or being entirely dependent on people with technical knowledge.

As a part of the ChEdventure research project (based on the proposed approach in (Pande, Witschel, and Martin 2021)), we are developing a simulation-based learning environment where CAs will play the role of domain experts; we call them ChEdBots. Students should be able to interview ChEdBots and collect e.g., requirements to complete an assignment. In this way, students will be able to develop interviewing skills. It will also be possible to design ChEdBots that provide confusing or contradictory information (as stakeholders in the real world sometimes do) so that students will also learn to deal with such challenges.

Most educational CAs follow an agent-driven conversation where the CA provides pre-defined responses to the users’ queries or takes the user on a pre-defined learning path (Kuhail et al. 2023). Such a design puts limitations on interactivity as well as user experience and will not be a suitable choice for the design of ChEdBot. The desired interaction style to simulate interviews is a user-driven conversation in which a student freely asks questions to a ChEdBot.

However, to design user-driven conversations, CAs need to be trained on huge amounts of data to be able to interpret different formulations of user queries. Pre-trained LLMs like GPTx are known to perform very well with the interpretation of user queries. Compared to traditional CA development approaches, it is easier and quicker to create a conversational system using LLMs as it involves intuitive techniques like providing instructions and knowledge in natural language, known as “prompts” (Goel et al. 2023; Meskó 2023). However, LLM-based CAs may not provide accurate domain-specific responses as they have a tendency to “hallucinate” (Rawte, Sheth, and Das 2023). In the case of ChEdBot, the responses should not only be domain-specific but also assignment-specific. Thus, a pre-trained LLM cannot be applied to ChEdBot off-the-shelf. On the other hand, as mentioned above, the somewhat random or creative nature of responses generated by LLMs can be seen as a “feature” when it comes to settings where students need to learn to deal with confusing or inconsistent answers of stakeholders.

We take the ChEdventure learning environment as an application scenario and explore how lecturers can quickly and easily design CAs to fit their teaching goals and assignment objectives without letting technology become a barrier. Thus, in this work, we address the following question: How can LLMs be leveraged such that lecturers (educators) are empowered to design and develop an educational CA by investing minimum time and effort in learning CA development technology?

This paper is organized as follows: the motivation for our work is discussed in Section 1, followed by a discussion of the state-of-the-art related to our work in Section 2. In Section 3, we describe the design and configuration details of ChEdBot and the evaluation of the ChEdBot prototype in Section 4. In Section 5, we discuss how domain and com-
mon sense knowledge can be integrated into ChEdBot and its influence on learning and learners’ experiences. Section 6 describes the next steps in the ChEdventure research project, followed by our conclusion in Section 7.

Related Work
In this section, we discuss the existing tools and technology used for developing conversational agents including LLMs. We then discuss some work that has been done to include common sense and domain knowledge in LLMs as well as some applications in the education domain.

Technology Burden of Conversational Agent Development
Common techniques to develop CAs are to use a rule-based design or a probabilistic approach to learning conversations from data using machine learning algorithms (Harms et al. 2018). The former approach usually follows a decision-tree-like structure that directs the conversation and is intuitive but rigid and time-consuming. Additionally, the rule-based approach may be augmented with natural language understanding to extract the “intents” and the “entities” from the user utterances that trigger the rules driving the conversation (Lam, Le, and Kalita 2020), also known as a frame-based design (Harms et al. 2018). Here, the performance of the CA is dependent on the number of training examples for intents and entities; the more training data, the better the understanding of the CA. The other approach, i.e., the probabilistic approach is entirely data-driven, and the conversational agent learns to predict an appropriate response based on the past conversations it was trained on. However, a data-driven approach to training a CA, especially in a closed domain CA, has limitations due to its requirement of a large amount of domain-specific training data (Su et al. 2020). Advanced abilities include interaction using text as well as voice, recognition of sentiments and emotions in user utterances, and information retrieval from knowledge sources.

Several CA development tools and frameworks exist that support features to create rule-based dialogues, text- and voice-enabled CAs as well as train a custom NLU component by defining custom intents and entities, e.g., Dialogflow 1, Voiceflow 2, Rasa 3. More recently, these platforms have introduced features enabling the use of LLMs within conversations 4 and to leverage external sources of knowledge 5. Although many of these tools are low-code platforms, i.e., do not require extensive programming knowledge, there is a considerable learning curve involved in learning tool usage as well as the technical concepts behind the features. Moreover, most CA development tools focus on CA technology and do not integrate features of creating educational CAs, thus leading to a separation between the two activities of defining educational requirements and developing a corresponding CA. In ChEdventure, we propose an integrated no-code environment dedicated to educational requirements, leveraging LLMs.

Common Sense and Domain Knowledge in LLMs
Despite a seemingly human-like ability to converse and respond to queries, there is a lack of consensus in literature on whether LLMs have reasoning abilities and common sense, and to what extent (Wei et al. 2022). To effectively respond to queries as humans do, machines require both common sense and domain knowledge. A widely used technique to impart common sense and domain knowledge to LLMs is to use prompting and in-context learning (Huang and Chang 2022). It is possible to nudge and restrict LLMs towards domain-specific responses using techniques like “zero-shot learning” and “chain of thought prompting”. Kan et al. (2023) demonstrate how knowledge-aware prompts can help improve the performance of vision-language models. Baek, Aji, and Saffari (2023) use prompting to augment LLMs for domain-specific question answering using a knowledge graph. We find prompting techniques, generalized as prompt templates 6, appropriate for ChEdBot as they can be intuitively grasped by lecturers. Alternatively, pre-trained LLMs can be “fine-tuned” using domain-specific datasets; however, this technique is known to be expensive and time-consuming (Huang and Chang 2022).

LLMs in Education
Since the introduction of ChatGPT, several studies have reviewed the potential of using LLMs in various applications (Fraiwan and Khasawneh 2023). In the education domain, LLMs are prominently used in supporting various teacher and student activities. Tu et al. (2023) explore the potential of LLMs for teaching data science in an interactive way. Abd-Alrazaq et al. (2023) explore the potential in medical education to identify issues such as plagiarism, misinformation, overreliance, inequity, privacy, and copyright issues. Sridhar et al. (2023) use LLMs for curriculum design by generating learning objectives.

Although several studies see the benefits of LLMs, many are skeptical, especially in the domain of education. Larsén (2023) and Orenstrakh et al. (2023) argue how LLMs could be misused in exams and propose mitigation strategies. LLM-based tools like ChatGPT are readily accessible and have the ability to generate text in the form of reports, essays, papers etc. Jungherr (2023) warn that the use of LLMs for academic tasks like paper writing can affect skill development of students.

Many studies on conversational agents for educational simulation and their effects on teaching can be found in the literature (Sullivan, Albright, and Khalid 2021; Brubacher et al. 2015; Cybulski, Parker, and Segrave 2006; Debnath and Spoletini 2020; Göbl, Kriglstein, and Hlavacs 2021; Schnurr and MacLeod 2021; Scarpellini and Lim 2020), but an investigation on how LLMs can be utilized for this purpose is limited. Van Buren (2023) and Xu et al. (2023) use

---

1 https://cloud.google.com/dialogflow
2 https://www.voiceflow.com/
3 https://rasa.com/product/rasa-platform/
4 https://www.voiceflow.com/blog/ai-assist-llms-voiceflow
5 https://www.voiceflow.com/product/knowledge-base
6 https://www.pinecone.io/learn/series/langchain/langchain-prompt-templates/
LLMs to simulate expert personas. We use a similar approach to create unique personas for the stakeholders as well as inject an element of humor into the conversations, but we go beyond persona design to simulate an interview-like dialogue with multiple turns between the stakeholder and the student. Chen et al. (2023) have simulated dialogues between a psychiatrist and patients using LLM to investigate potential in medical education.

**ChEdBot Design**

ChEdBot, a key component of the ChEdVenture didactics research project, represents a novel approach in educational technology. It leverages a multi-agent system, enabling university lecturers to create virtual business stakeholders. These agents are designed to interact with students, simulating real-world business workshop experiences. The system ingeniously combines a frame-based dialogue system for structured conversation management and domain knowledge application, with a Large Language Model (LLM)-based system for dynamic, persona-driven interactions.

**Frame-based Dialogue System Configuration**

The backbone of ChEdBot’s interaction model is its frame-based dialogue system. This system is meticulously structured to handle various aspects of a conversation:

1. **Utterances**: These are user queries that initiate the dialogue process. The students will need to plan which utterances should be used (e.g. in the form of an interview guideline).
2. **Context Activation**: This feature allows the system to maintain coherence in dialogue by understanding the current context of the conversation, e.g. the previous questions asked by the students.
3. **Intent Recognition**: Using natural language processing, the system interprets the intent behind user utterances, ensuring relevant responses. Intents are linked to responses that include domain knowledge. For instance, a CA may represent an employee in a company. When the students ask a question about the tasks that the employee has to do, this may activate a known intent (let us call it “tasks”) to which a response containing a list of tasks is linked. This response will be passed (as a prompt) to an LLM, together with the original question, to generate an adapted / varied response.
4. **Dialogue Variables**: These variables store information extracted from user utterances, aiding in personalized and context-aware responses. Entity recognition, while not currently implemented, is considered for future integration to enhance the system’s understanding of user utterances.
5. **Response Generation**: Leveraging an LLM, the system generates responses that not only align with the domain knowledge, but are also dynamically tailored to the conversation.

**LLM-Agenter-Based System Configuration**

The incorporation of an LLM-based system introduces advanced capabilities to ChEdBot:

1. **Message History/Memory**: This component retains a record of previous interactions, enabling the system to provide contextually rich responses.
2. **Prompt Templates with Variables**: These templates, customizable with various variables, guide the LLM in generating responses that are both relevant and diverse.
3. **LLM Temperature Setting**: This feature controls the level of randomness in responses, balancing between predictable and creative outputs.

**ChEdBot Configuration**

The configurability of ChEdBot is a cornerstone of its design, empowering lecturers to tailor the system to their specific educational needs. Central to this customization process is Figure 1, which presents various tables that guide the configuration of the multi-agent system.

In Table a., of Figure 1, lecturers have the flexibility to define a range of agents, each with a distinct name and role, mimicking the diverse stakeholders in business scenarios. This table also facilitates the setting of parameters that are crucial for the functioning of the agents, such as the size of the message history or memory, which is instrumental for the LLM in generating context-aware responses. Moreover, lecturers can establish a default context for interactions, particularly useful when an intent is not directly referenced at the conversation’s outset. Additionally, the table includes a feature for setting a threshold for intent recognition, ensuring a fallback mechanism activates when the recognition probability falls below this threshold.

The personalization of the agents is further enhanced in Table b., where lecturers can define distinct personas for each agent. This feature is vital in creating a realistic and engaging interaction experience, as it allows each agent to embody a unique character, reflecting the varied personalities encountered in real-world business environments.

In Table c., the system’s flexibility is evident in the provision for lecturers to craft and modify prompt templates. These templates are not just static scripts; they are dynamic constructs that can incorporate multiple variables, including those from the dialogue system configuration and system-specific elements like the last utterance, predefined responses, and the current persona. This level of customization enables the creation of responses that are not only relevant to the dialogue but also rich in variety and depth. For example, the “temperature” parameter can help in configuring the randomness or creativity in ChEdBot’s responses, which we consider as an important feature to simulate real-world ambiguities in communication due to fragmented knowledge and individual communication styles.

Table d., in Figure 1 of the ChEdBot system, plays a pivotal role in shaping the interactive dialogue experience. This table is where lecturers craft the intricate details of the dialogue flow, ensuring each agent not only understands and responds to user inputs accurately, but also maintains a coherent and engaging narrative throughout the interaction.

At the core of functionality is the meticulous process of intent identification. Lecturers define specific intents, along with exemplary utterances that trigger these intents. This
careful mapping is essential for the system to recognize and categorize user queries accurately. The precision in this process ensures that each agent responds in a manner that is contextually appropriate and aligned with the intended educational objectives.

Another significant aspect is the concept of context activation, or contextualization. Here, lecturers specify how an agent should shift its conversational focus based on recognized intents. This feature is crucial for maintaining a logical and seamless flow of dialogues. It allows for dynamic shifts in conversation, mirroring real-life interactions where topics and focus areas change naturally over time. By defining these context shifts, lecturers can simulate realistic and complex dialogue scenarios, enhancing the learning experience for students.

Moreover, the system allows for the specification of hardcoded continuations in the dialogue. This aspect of the configuration is akin to setting a predetermined path in the conversation, where specific responses from an agent lead to a new set of intents being activated. This mechanism can be particularly useful in guiding the conversation towards specific learning outcomes or ensuring that certain educational points are addressed in the dialogue.

In addition to these features, it also facilitates the activation of corresponding roles, reflecting different personas for each agent. This capability enables each agent to not just deliver content, but to do so with a personality that aligns with its designated role. The use of personas adds depth to the interactions, making the simulation more immersive and relatable for students.

Furthermore, the table allows lecturers to define variables that can be used within dialogues. These variables can store and utilize information provided by users during interactions, enabling personalized and dynamic responses that adapt to the specifics of the conversation (the simplest example is to store the name of the user and use it in the conversation). This customization extends to the activation of prompt templates, designed to utilize the LLM effectively. Lecturers can choose specific templates to be triggered under certain conditions, ensuring that the LLM-generated responses are not only relevant but also creatively varied, adding an element of unpredictability and motivation to the interactions.

The example demonstrated in Figure 1 shows a dialog in German, thus highlighting the multilingual ability of this ap-
requirements of the assignment through interviews, and the final solution should involve modeling tasks to realize the requirements, e.g., business processes, use cases, data models, etc.

3. The lecturers should get familiarized with the template and the terminologies used. Although technical knowledge is not required, it is necessary to understand the meaning of technical terms like intent, context, temperature etc., and their impact on the resulting CA.

Taking the pre-requisites into account, each lecturer identified a teaching case from their respective modules. The teaching cases contained text-based description of the background, context and problems in the case scenario. Some cases also included the details of the stakeholders and their interviews. When these details are not included in a case, the lecturers had to identify them themselves. The lecturers were verbally explained the details of the ChEdBot template, i.e., the tables shown in Figure 1. They were also provided with a filled template as a simple example of a Demo ChEdBot. Using this information, the lecturers were asked to fill out the template by identifying the personas for the stakeholders, intents, contextualization, and variables for the dialogues depending on the respective teaching goals.

The exercise of creating ChEdBot prototypes was carried out as a workshop where a pedagogical expert guided the lecturers from a didactical viewpoint whereas a Conversational AI expert was available to answer any technical queries. The observations, queries, and corresponding expert responses were documented to develop guidelines for future ChEdBot design exercises. Table 1 summarizes the feedback of the lecturers from the perspectives of both conversation design and technical implementation with the corresponding action points.

The results of the ChEdBot prototype evaluation will be used to design further workshops with lecturers from FHNW School of Business and carry out a comprehensive evaluation of ChEdventure didactics environment. In this evaluation, besides ChEdBot, the lecturers will also configure the simulation environment where ChEdBots will be situated.

**Incorporation of Domain and Commonsense Knowledge**

In the design of ChEdBot, a key aspect is the integration of domain-specific and commonsense knowledge to enrich the educational experience. This integration enhances the authenticity and relevance of interactions, making them not only informative but also reflective of real-world scenarios.

1. **Embedding Domain Knowledge:**

   The primary method of embedding domain knowledge is through intent recognition and response generation processes. Lecturers can infuse responses with detailed, accurate information relevant to each recognized intent, ensuring that every interaction is both informative and contextually appropriate. For instance, in a business simulation, responses may include insights into market trends, financial strategies, or operational management, depending on the user’s query.
Identified Action

Design **Fallback intents** to handle irrelevant, generic and out of context questions.

The dialogue design should ensure that the answer to one question gives a hint to the next question.

The lecturers should explicitly include the **scope** of the ChEdBot in dialogues, e.g., all important points the ChEdBot can answer as a response to an intent that will help students in formulating questions.

Handovers involve communication between multiple agents. Where required, pass technical information like context and variables during the handover.

Include as a mandatory guideline.

Provide pre-configured ChEdBot templates with example dialogues for reference.

Use AI support (e.g., ChatGPT) to generate dialogues from the description of teaching cases.

---

**Table 1: ChEdBot Prototype Evaluation Results**

<table>
<thead>
<tr>
<th>Observation and Feedback</th>
<th>Identified Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>It is important to control the dialogue such that only appropriate questions from the students should be answered.</td>
<td>Design <strong>Fallback intents</strong> to handle irrelevant, generic and out of context questions.</td>
</tr>
<tr>
<td>Since the dialogue is open-ended, it should lead students to asking questions that have appropriate responses. Otherwise, it is likely that the students lose interest in the conversation. It is possible that the students do not ask all the relevant questions that are required to complete the assignment.</td>
<td>The dialogue design should ensure that the answer to one question gives a hint to the next question.</td>
</tr>
<tr>
<td><strong>Handovers</strong> between stakeholders should be considered in dialogue design.</td>
<td>Handovers involve communication between multiple agents. Where required, pass technical information like context and variables during the handover.</td>
</tr>
<tr>
<td><strong>Intents</strong> should be unique and a context is required at the start of the conversation.</td>
<td>Include as a mandatory guideline.</td>
</tr>
<tr>
<td>Technical requirements can be further simplified.</td>
<td>Provide pre-configured ChEdBot templates with example dialogues for reference.</td>
</tr>
<tr>
<td>Dialogue design and generation can be simplified.</td>
<td>Use AI support (e.g., ChatGPT) to generate dialogues from the description of teaching cases.</td>
</tr>
</tbody>
</table>

---

2. **Contextualization with Domain-Specific Scenarios:**
Context activation is tailored to reflect realistic scenarios within the educational domain – going beyond e.g. the often-used case teaching. By modeling contexts after actual situations, such as business negotiations or scientific experiments, the system applies commonsense knowledge in a domain-relevant manner. This approach enhances the learning process and prepares students for practical applications in their field. The chance to conduct actual conversations with varied responses makes the simulations based on our CAs much more practice-oriented and real than e.g. in-class case discussions can achieve.

3. **Personalization with Domain-Relevant Variables:**
The system’s ability to use variables for generating personalized responses is further enhanced by incorporating domain-specific data. These variables hold information relevant to the subject, allowing for responses that are not just contextually appropriate, but also deeply ingrained with domain knowledge.

4. **Customized Prompt Templates:**
Prompt templates are crafted to include domain-specific information, guiding the LLM in generating responses that are both informative and relevant to the subject. This customization ensures that the LLM’s vast knowledge base is effectively harnessed to provide accurate and domain-appropriate information.

5. **Persona Development with Commonsense Knowledge:**
The development of personas involves the incorporation of commonsense knowledge which comes from the teaching case chosen by the lecturers. This approach ensures that each persona not only represents a specific role within the domain but also interacts in a way that is consistent with everyday understanding of the role in the context of the chosen case. The personas thus become more relatable and realistic, enhancing the interactive learning experience.

6. **LLM Training and Fine-Tuning:**
As a potential possibility, to further enhance the system’s capability, the LLM integrated into ChEdBot can be specifically trained or fine-tuned using datasets rich in domain knowledge and commonsense information. This specialized training will allow the LLM to better understand and respond to queries in a manner that is both accurate and contextually relevant.

7. **Continuous Learning through Feedback:**
As a long-term approach, we foresee implementing a feedback loop where interactions are periodically reviewed and updated by domain experts to ensure that the system continually evolves. This process will help maintain the accuracy and relevance of the content, aligning it with the latest developments and understandings in the field.

**Future Work**

When we generalise the findings from Table 1, three main areas for future work emerge:

1. **Simplification:** It will be necessary to design a user-friendly environment for teachers to design CAs – where a number of simplifications are desirable (see the last two rows in Table 1).

2. **Risk mitigation:** as suggested by the first two rows in Table 1, lecturers see risks of students e.g. asking inappropriate questions or getting stuck in a conversation. Further risks may emerge when the resulting CAs are applied in a real educational setting.
3. **Advanced contextualisation**: while contextualisation is already foreseen in our current solution, further advancements become necessary when complex simulations are to be designed, involving e.g. several CAs.

**Conclusions**

In this paper, we have discussed opportunities for realistic educational simulation of interviews / business workshops from which students can learn e.g. interview strategies and the analysis of sometimes confusing or contradicting statements of conversational agents. These opportunities arise because of the possibility to prompt large language models in a way that mimics real conversation, providing variety, persona personalities, and occasional hard-to-interpret statements.

Our approach ensures that these realistic features are complemented with the possibility for teachers to control what information knowledge conversational agents will reveal to the students, to manage context adequately and to configure personas with suitable traits. Starting from a first implementation of our approach, we have been able to gather some first insights and identify areas for future work as described in the previous section. In the current part, we focused on the tasks from the educators’ point of view. However, in the final part of the project, ChEdBots will be integrated into classroom teaching and evaluated to assess their effect on students’ learning in comparison to traditional case-based teaching methods.
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