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Abstract

With the rapidly increasing use of Al and machine learning in
recent years and the current generative Al revolution, it is no
surprise that the malicious use of Al has begun to establish it-
self in the realm of cybersecurity. At risk of being left behind
in this “arms race”, it’s imperative that autonomous intelli-
gent cybersecurity agent (AICAs) are developed to counter
this emerging threat. Currently, a project at Argonne National
Laboratory is using Soar as a starting point for developing
a cognitive-architecture based AICA, but the utilization of
Soar in this project has shortcomings, in particular the lack
of modern Al principles to generate novel analysis in the face
of novel situations. Generative Al has the potential to allow a
Soar cognitive agent to consider a much broader range of con-
textual information, and learn from past episodic knowledge
in novel ways by using transformer architectures. This paper
focuses on the theoretical integration of Generative Al into
the Soar cognitive architecture from a cybersecurity stand-
point, and discuss the advantages to doing so.

1 Introduction

Argonne has been a leading member of an international
consortium to develop autonomous intelligent cyberdefense
agents (AICAs). This work grew out of a NATO Research
Task Group (152) and continues in the form of an interna-
tional working group based in France. Argonne built the ini-
tial prototype of this agent and open-sourced it for commu-
nity use and contributions . While this is currently more of
a research environment than functional agent (no Al has yet
been implemented in it), the Argonne team is using this as
a launching point for several avenues of research. Given Ar-
gonne’s focus on energy and national security issues, partic-
ular attention is being paid to the manner in which agents can
protect critical infrastructures such as power, water, or com-
munications; or other autonomous systems such as emer-
gency service vehicles.

One avenue of this research concerns utilizing cognitive
agents, such as Soar, to implement a flexible agent that ide-
ally can learn and reason from its environment. Other ap-
proaches of interest include the use of graph neural networks
(e.g., over knowledge graphs) and reinforcement learning
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(e.g., Deep Q). Over the past several months, the authors
have been investigating the ability of Soar to integrate with a
test environment similar to the open source AICA prototype,
and develop initial input and output capabilities. During this
time, generative Al has greatly increased in popularity and
capability, and so naturally we have also begun to consider
how those techniques factor into our ongoing investigations.

In this paper we will summarize the AICA architecture
and its objectives, discuss our progress to-date on imple-
menting an AICA-like agent using Soar, and make sugges-
tions for ways we think Soar could leverage generative Al
to meet the needs in a cybersecurity context. As this is an
ongoing area of research for the authors, by the time of pub-
lication this work will likely have advanced beyond the state
represented here.

2 The AICA Architecture

The AICA architecture (Kott et al. 2018a,b, 2019; Kott and
Theron 2020) was created on the premise that future cy-
ber attacks will be increasingly automated and even au-
tonomously intelligent. This was before the advent of gen-
erative Al but even in 2018 it was apparent that was a se-
rious threat to be considered. The early work was done un-
der NATO auspices, and specifically focused on the types of
military systems that might come into a direct conflict. How-
ever, the architecture and ideas that went into it are highly
generalizable. At Argonne, we are investigating ways to use
this architecture and variations on it for protecting energy
grids, first responder systems, and thinking about future di-
rections such as space systems. Details of considerations for
different operational environments for AICA-like agents are
covered in detail in (Blakely et al. 2023c).

Figure 1, reproduced from (Blakely et al. 2023a), shows
the main components of the AICA architecture, as imple-
mented in Argonne’s prototype. It consists of portions that
ingest data from various inputs, reason over that data, con-
strain actions, and enact actions. More information about
the development of this prototype is available in (Blakely
2022; Blakely et al. 2023b). As it currently is implemented,
it is more of a sandbox for research into possible AI/ML
approaches than an ML approach in itself, as we have not
yet integrated anything beyond static rule-based reasoning
into the decision-making engine. However, we have begun
investigatory work into graph neural networks so that we



can leverage node classification and link prediction to guide
AICA’s decision making process. The is enabled by AICA’s
use of a knowledge graph as it’s primary information storage
location.

Early demonstrations of this prototype, such as that pre-
sented in (Blakely et al. 2023a) have made it clear that inter-
actions with human operators as paramount for the success
of any autonomous cyberdefense agent. It’s not enough to
capture data, or even to appropriately act on the data. Agents
must be able to present those decisions, or information re-
quired for operators to help them make those decisions in
a manner that significantly reduces cognitive load of those
operators. It’s also clear that these agents must be able to
constantly evolve, learn from past experience, and collabo-
rate between themselves to accomplish their function. These
are areas where an approach such as graph neural network
classification or link prediction may struggle, and additional
flexibility may be required. For that reason, while we con-
tinue to pursue that approach we are also investigating the
use of cognitive agent-style agents in parallel. These have
shown great promise, but may also suffer from some lim-
itations that can be aided by the appropriate integration of
generative Al components.

3 Soar-based Cyber Defense Agent

To investigate the potential use of cognitive models for
AICA-like purposes, Argonne has begun building a project
under the umbrella of a broader initiative called Descartes.
Descartes is an initiative funded by Argonne through royalty
funds, through the Department of Energy (DOE) Science
Undergraduate Research Internship (SULI) program, and by
the Department of Homeland Security Science and Technol-
ogy (DHS S&T) Commercialization Accelerator Program
(CAP). Additionally the initiative has a number of outstand-
ing DHS and DOE funding proposals, and several fledgling
industry partnerships. The existing funding streams are in-
tended to accelerate development of autonomous cyberde-
fense agents and result in industry partnerships with field
validation and deployments.

Moving from the AICA architecture to a Soar-based ar-
chitecture requires a slightly different architecture, but fun-
damentally the data flow is the same. The agent(s) ingest
data about their environment (or are pre-loaded with contex-
tual information, such as semantic knowledge regarding net-
work protocols & ports, software vulnerabilities and com-
mon weaknesses, etc), use the information to build an inter-
nal world state and reason about potential threats, and enact
responses to protect their defended environment. In this way
they are much like any other control system through their
combination of sensors, decision making, and actuators and
some concepts from areas such as PID controllers (propor-
tional, integral, derivative) may be warranted as preprocess-
ing steps for input data. This idea is discussed in additional
detail in (Blakely 2021) using Netflow as a case study. How-
ever, the obvious difference is the sophistication and com-
plexity of the decision making process, as well as the large
variety of “senses” and “actions” the agent may need to con-
sider. Additionally, agents are unlikely to perform fully au-
tonomously - they need to collaborate with other agents and
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potentially human operators.

The authors have designed a Soar cyber agent architec-
ture that is similar in many ways to its AICA counterpart.
Like the Argonne AICA implementation, it is container-
ized within a single Docker container, and is designed to
be as lightweight as possible for deployment to devices with
fewer available resources, such as embedded systems on au-
tonomous vehicles. Inside of the container, it runs a Rab-
bitMQ server for communication between components of
the Soar agent itself and to the outside world via an exposed
communication port for accepting input data from other pro-
cesses (e.g., in other containers) or other agents. Information
from these inputs is pre-processed into standardized Python
objects, and a “translate” was written to transform these into
Soar “pseudo-productions”. This “pseudo-production” con-
cept is an extension of the fact that Soar provides a method
of performing parallel conditional “for-each” style searches.
It is theoretically possible that a Soar production can be de-
scribed by a set of Soar working memory elements (WMEs)
stored in an agent’s semantic memory, and then executed by
a set of interpreting “propose” and “apply” productions, let-
ting Soar’s hierarchical task decomposition gather the neces-
sary information detailed in the vulnerability model sent to
Soar. Pseudo-productions can be thought of as the missing
pieces of an existing master set of productions.

Outputs from Soar are sent to a primary actuator sys-
tem. This system translates them into OpenC2? framework-
compatible output commands that can be relayed to indi-
vidual actuators (or directly to external systems). This also
allows integration with user interfaces for alerting or confir-
mation requests to interact with operators (a notable gap in
AICA from (Blakely et al. 2023a)), as well as potential com-
munication between agents. This also enables communica-
tion of threat information to a Trusted Automated Exchange
of Intelligence Information (TAXII)® server via conversion
to a Structured Threat Information Expression (STIX). As
STIX is a node-relation ontology, it would potentially be an
easy fit for converting to Soar WMESs. An additional input
connection would likewise enable consuming threat intelli-
gence from a TAXII server in STIX format. The current pro-
totype uses a custom and loosely defined ontology instead of
STIX, but consideration is being given to switching to STIX
2 if all concepts can be suitably expressed in it.

A notable benefit of utilizing the Soar agent is the ability
to create a federated threat sharing system the offloads ex-
pensive machine learning tasks from edge devices to a cen-
tral server and provides information Soar can ingest on po-
tentially undiscovered vulnerabilities (zero days) and novel
attack patterns. Such items are especially pernicious for cy-
ber defenders as by their nature they are unforeseen and dif-
ficult to prevent. The usage of symbolic Al along with the
diversity of inputs considered enables Soar to learn to, and
thus potentially teach other agents, how to recognize these
even if they haven’t yet been communicated in the secu-
rity community through formal notifications or threat shar-
ing channels.

“https://openc2.org/
*https://oasis-open.github.io/cti-documentation/



Attacking
Systems

Response Actions

Defended
Systems

Gu;tuw
Elastisearch
(SIEM)

—»

Tri

ager Trigger

'

(e.g., Scan,
Honeypot)

T Actor Critic

Behaviour
Engine

Decision Making
Engine

Action
Adjudication

L

Trigger Online Leaming

(Future Work)

1]
& | Netflow Connector Suricata Connector AntiVirus Connector Nginx Connector §
g (Collect Flowlogs) (Poll Alerts) (Poll ClamAV Logs) (Poll HTTP Logs) Action Candidates
o
\ World Model
Start
Start

5 \J/ Nmap Connector Kr Save/Loa

% (Periodic Network ——5av¢

< Start Scan)

| Offine Loader T

€

3 Save/Load

© ; ; Save/Load H saveroas

Load 1o KB
Load 1o KB ‘ Load w<
Port Into Aert Categories c’::"”;"‘;s
(Nmap Services) (Suricata) (c.la:%\sz
RelationalDB Knowiedge Graph || Document DB
(PostgresaL) (Neodj) (MongoDB)

Figure 1: AICA Architecture as implemented in prototype

The backbone of this threat-sharing is a dedicated system
analyzing three sources. The first source is data from trusted
cybersecurity publications, such as the the National Institute
of Standards and Technology (NIST) National Vulnerabil-
ity Database, particularly CWE (Common Weakness Enu-
meration) and CVE (Common Vulnerability & Exposure)
information. These are semi-structured taxonomies with a
defined ontology. Still, a considerable amount of the infor-
mation in these is written in prose, so some level of natural
language processing (NLP) would be needed to extract the
full informative value.

The second source is feedback from individual Descartes
agent instances, containing efficient representations of logs,
audit information, and system resource usage values. This
serves as the key component of zero-day detection, as an Al
can be trained to recognize suspicious patterns within mul-
tiple reports of attacks, and pin down exactly what was ex-
ploited. This is akin to traditional threat intelligence shar-
ing, but instead of sharing single indicators of compromise
or signatures, the agent can share abstract representations
of a likely-bad environmental state that can be incorporated
into the semantic memory of other agents in the form of
a pseudo-production or intelligence data. One can consider
this to be something of a “post-mortem” report from a poten-
tially hostile or damaging action and represents and entirely
new form of threat intelligence sharing.

The third source is data coming from trusted TAXII
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servers, which use STIX to describe all manner of
cybersecurity-relevant information, which can be used to
complement information coming from the other two sources
by providing explicit graph-like descriptions of cybersecu-
rity intelligence.

To process the information mined from these data sources
into a format ingestible by Soar, a centralized system with
non-negligible computational resources would be needed.
A trusted party such as US CISA or a national laboratory
would be needed for this purpose (in the general public use
case), but the advantage is that heavy processing for NLP
or consolidating and abstracting post-mortem reports into a
format that can be used by another agent. These use cases are
similar to the federated learning models of machine learning
in the latter case, and could potentially benefit from fine-
tuned foundation models in the former case.

4 Limitations of Soar Approach

Originally, the project was envisioned to solely use a local
Soar agent in order to accomplish its objectives. However,
Soar has some inherent limitations in its design when faced
with open ended-problems. Soar has to know patterns ahead
of time, and its machine learning does not perform well on
highly-dimensional input data. Additionally, it’s difficult for
the layman to interpret a Soar program (i.e., productions and
operators) due to its highly implicit nature. This very dif-
ferent programming paradigm limits development to only



specifically trained users. It should be noted, however, that
the very nature of the Soar production syntax is what lends
itself to the integration of Generative Al with the Soar Suite.

S Opportunities for Generative Al
Integration

The current envisioning of the threat-sharing system is one
that provides a structure containing threat information, de-
tection steps, and remediation steps to a soar agent on re-
quest. This structure can be injected into a Soar agent’s se-
mantic memory, which can be interpreted by the agent as a
set of “pseudo-productions” that can be processed by a uni-
versal production to provide protection against the threat.
Since this information now resides in the agent’s semantic
memory, it can also be recalled in the event of an active
cyber-attack or during creation of a post-mortem report.

One of the main difficulties facing the development of the
AICA offshoot is the implementation of the analysis sys-
tem central to the threat-sharing model. This system needs
to be capable of ingesting both AICA reports and cybersecu-
rity publications, and outputting information usable by Soar.
The core idea is to have a single “central AI” creating the
information and behaviours for the smaller “edge” Als.

A solution to this problem lies in the fact that the com-
position of a Soar production is an efficient representation
of an arbitrary graph search and manipulation as a discrete
time sequence, that is, a sequence of tokens forming graph
manipulation commands and variable bindings, with a fixed
vocabulary (excluding the variables, but these can be gener-
alized into special tokens like VARIABLE 1, VARIABLE 2,
etc...). This makes both soar productions and soar WME’s
prime targets for the output of a Transformer-based Genera-
tive Al approach to transform loosely-structured or unstruc-
tured data into a format Soar can ingest.

This leads us to our suggestion for a worthwhile addition
to the Soar suite. Soar could incorporate two separate WME
transformers. One would provide the ability to convert a nat-
ural language descriptor of a graph-like object into a valid
soar semantic memory entry. The other would do the same
sort of conversion, but instead with a process description into
a set of Soar production memory elements (PMEs). By cre-
ating the basic natural-language to soar bridge, projects can
build off of these Al for more specific usage scenarios. By
bridging the gap between modern generate Al and symbolic
Al, a system can be created with the advantages of both.

6 Conclusion

The authors have proposed a novel theoretical cyberdefense
system architecture that utilizes the strengths of both sym-
bolic and transformer Al, and taken first steps at implement-
ing a prototype onto which this could be built. The authors
envision the development of two separate transformer Als
for the Soar suite, these being an Al capable to transform-
ing natural language descriptions into soar PMEs, and an-
other for converting natural language descriptions into a soar
semantic WMEs. Previous work by the authors and others
on generating knowledge graphs from cybersecurity knowl-
edge, combined with the obvious potential of generative Al,
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make it likely that this would be highly advantageous in con-
structing a functional implementation of the AICA architec-
ture, as well as for othe problem domains where exchange
of data between agents or consuming natural language data
may be beneficial.
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