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Abstract

Large Language Models (LLMs) have shown impressive per-
formance on a wide variety of tasks. However, apparent lim-
itations hinder their performance, especially on tasks that re-
quire multiple steps of reasoning or compositionality. Ar-
guably, the primary sources of these limitations are the de-
coding strategy and how the models are trained. We pro-
pose, and provide a general description of, an architecture that
combines LLMs and cognitive architectures, called Language
Model based Cognitive Architecture (LMCA), to overcome
these limitations. We draw an analogy between this architec-
ture and “fast” and “slow” thinking in human cognition.

Introduction
Large language models (LLMs) have shown impressive per-
formance on many tasks, such as programming, reasoning,
translation, and question answering, often surpassing human
performance (Anil et al. 2023; Bubeck et al. 2023; Katz et al.
2023; OpenAI 2023). However, even within LLMs’ impres-
sive capabilities, there are evident limitations: LLMs rea-
son semantically, not symbolically (Tang et al. 2023); strug-
gle with pure causal reasoning (Jin et al. 2023); fail to un-
derstand simple identifier swaps in Python (Miceli Barone
et al. 2023); often perform poorly on tasks that require multi-
step reasoning and compositionality (Dziri et al. 2023); and
produce confabulations (OpenAI 2023). These weaknesses
raise questions about whether artificial general intelligence
can be achieved with LLMs and whether they have a deep
intuitive understanding.

Two apparent constraints on contemporary LLMs are (1)
the next-token prediction decoding strategy and (2) the lack
of explicit high-level cognition, which would enable slow
thinking (Kahneman 2011). In (1), the decoding strategy
does not allow back-tracking from a token once it has been
produced, potentially limiting the LLM’s ability to solve
complex problems that are not trivial to answer by just pre-
dicting the next token. There have been attempts to remedy
this, including Tree-of-Thought (Long 2023), Self-Refine
(Madaan et al. 2023), and Voyager (Wang et al. 2023a),
which embed LLMs in a higher-level architecture that al-
lows for iteration over the LLM’s output. Related is (2),
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high-level cognition, which would allow more complex op-
erations than just predicting the next token. Cognitive ar-
chitectures’ working memory systems exemplify this exten-
sion (Anderson et al. 2004; Laird, Lebiere, and Rosenbloom
2017; Laird 2019).

Fast and slow thinking are terms associated with the dual-
processing theory (Evans and Stanovich 2013; Wason and
Evans 1974), commonly described as System 1 and System
2, respectively (Kahneman 2011). These represent different
modes of thinking: System 1 is fast, biased, and intuitive;
System 2 is slow, effortful, and involves symbolic reasoning.
While concerns have been raised about its validity (Conway-
Smith and West 2023; Kruglanski 2013), this theory still
serves as a useful base in comparing modes of thinking.

Contemporary LLMs are more akin to a version of Sys-
tem 1, whose output could be compared to a thought that
pops into a human’s mind. While we can prompt LLMs,
e.g., with chain-of-thought prompting (Wei et al. 2023), they
still do not have the ability to slowly think about a solution
like human cognition—although, the importance of this can
be argued about; if correct choices are made early enough
and with sufficient accuracy, during feed-forward next-token
prediction, the performance could in principle be similar.
This consideration includes the ability to deliberate on dif-
ferent strategies for solving a problem, concentrate on solv-
ing a specific part of a problem, and backtrack from cur-
rently generated text. There have been many approaches that
attempt to add System 2 abilities to machine learning mod-
els (Chen et al. 2019; Fabiano et al. 2023; Lin et al. 2023;
Miech et al. 2021). While they implement limited aspects of
a higher-level cognition, they lack other critical components
that contribute to the multiple modes of thinking in human
cognition.

We propose an architecture intended to give abilities as-
sociated with human cognition to LLMs (i.e., System 2),
specifically by combining previously described AI cognitive
architectures (Anderson, Matessa, and Lebiere 1997; Laird,
Lebiere, and Rosenbloom 2017; Laird 2019) and LLMs.
We call this Language Model based Cognitive Architecture
(LMCA); subsequent sections provide a brief background
about LLMs and cognitive architectures, detail our LMCA,
and provide concluding remarks regarding its prospects.
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Background
A transformer is an architecture that eschews recurrence
by relying only on attention, allowing for increased paral-
lelization and the ability to model long-range dependencies
(Vaswani et al. 2017). Transformers consist of many stacked
layers, each consisting of a multi-head attention module
and a point-wise feed-forward module. Transformers are the
building block of current language models (Devlin et al.
2019; OpenAI 2023; Raffel et al. 2019). Language mod-
els with parameters in the billions are referred to as large
language models (LLMs). Prominent LLMs include GPT-4
(OpenAI 2023), PaLM 2 (Anil et al. 2023), and Llama (Tou-
vron et al. 2023a,b).

While their performance is impressive on many accounts
(Bubeck et al. 2023; Katz et al. 2023), recent research puts
into question their level of understanding compared against
humans’ (Jin et al. 2023; Miceli Barone et al. 2023; Tang
et al. 2023). Many approaches exist to improve LLMs’ ca-
pabilities: in-context learning (Chen et al. 2022; Dong et al.
2023; Lampinen et al. 2022; Wei et al. 2023; Wu et al. 2023;
Zhang, Feng, and Tan 2022), including chain-of-thought
prompting (Shi et al. 2022; Wei et al. 2023; Zhang et al.
2022), and instruction tuning (Jang et al. 2023; Longpre
et al. 2023; Ouyang et al. 2022; Peng et al. 2023; Wang et al.
2023c,b; Xu, Shen, and Huang 2023; Ye et al. 2023). While
these approaches each have benefits, they have not yet raised
the level of understanding to that of humans.

Cognitive architectures support research in modelling the
human mind in terms of the underlying mechanisms that
produce behaviour (Kotseruba and Tsotsos 2020; Laird,
Lebiere, and Rosenbloom 2017); they are software imple-
mentations of general theories of intelligence (Laird 2022).
Kotseruba and Tsotsos (2020) categorise cognitive architec-
tures based on their representation and type of information
processing: symbolic, emergent, and hybrid. Symbolic cog-
nitive architectures (Forbus and Hinrich 2017; Gore et al.
2011) are those that represent concepts with symbols that are
manipulated by pre-defined instructions. They perform well
at planning and formal reasoning but are not flexible and ro-
bust. Emergent cognitive architectures (O’Reilly, Hazy, and
Herd 2016; Rohrer 2011) are those associated with the con-
cept of a neuron (biologically plausible or not); information
is processed through the propagation of signals. They per-
form well at learning and adaptability, and allow for enor-
mously parallel processing, but are not transparent and per-
form more poorly at logical inference than their symbolic
counterparts. Hybrid cognitive architectures (Laird 2019;
Ritter, Tehranchi, and Oury 2019; Sun 2017) combine ele-
ments of both symbolic and emergent architectures; some
are more symbolic than emergent and vice versa.

The structure of a cognitive architecture generally con-
sists of short-term and long-term memory, a motor mod-
ule, and a perception module (Anderson et al. 2004; Laird
2019; Sun 2017). Short-term memory is usually called work-
ing memory, and long-term memory is split into declarative
and procedural memory. Some procedure retrieves struc-
tures from long-term memory and stores them in working
memory; alternatively, the perception module can add struc-
tures into working memory. Operations can be applied to

the structures in working memory to create new structures,
modify structures, and remove structures. When appropri-
ate, the motor module produces an action to be executed in
the environment, given the current state of working mem-
ory. The Common Model of Cognition (Laird, Lebiere, and
Rosenbloom 2017) mirrors this characterisation of cognitive
architectures.

Language Model Based Cognitive Architecture
We provide a general description of the proposed architec-
ture, LMCA, depicted in Figure 1, to be used in a textual
input-output setting. LMCA models the interplay between
short-term and long-term memory, with the objective of
completing the input task. The types of tasks we consider are
those limited to the generation of a singular response, i.e.,
they are answerable. Long-term memory consists of mul-
tiple modules: the Memory Module, Thought Module, and
Action Module. Short-term “working” memory, stores struc-
tures created by long-term memory modules. A Retrieval
Module attends to structures in working memory, which are
input to the modules in long-term memory.

Working Memory and Retrieval
Working memory stores relevant structures for solving the
current task. A state in working memory is a snapshot of the
contents of working memory at a given time. We propose
five buffers in working memory: the Memory Buffer, Task
Buffer, Thought Buffer, Struct Buffer, and Action Buffer.
A structure in working memory is defined quite generally
and differs depending on the working memory buffer; each
buffer has its own structure variant, some being more flex-
ible than others. The minimum requirements of a struc-
ture are that it has a natural language representation that
can be input to other modules (i.e., the Retrieval Module,
Memory Module, Thought Module, and Action Module), a
unique identifier, and an integer attention value represent-
ing whether the current structure is attended to. The imple-
mentation of attention in the architecture could correspond
to soft attention (a structure can be partially attended to) or
hard attention (can either be fully attended to or not at all).
There could be an absolute hard cut-off value independent
of other structures in working memory and a relative cut-
off value dependent on other structures in working mem-
ory based on the context length of the modules in long-term
memory.

The Memory Buffer, Thought Buffer, and Action Buffer
store a history of outputs from the Memory Module,
Thought Module, and Action Module from long-term mem-
ory, respectively. The structures in these buffers will have a
time value (when each structure was created), an attention
value, a unique identifier, and a natural language description
(the output of their corresponding modules). Structures in
the Task Buffer are similar, only that there is an additional
boolean value indicating if the structure corresponds to the
input task and a slot for an answer to the task to be inserted.
A sub-task (a task that is not the input task) could be solved
in a sub-working memory where the input task is the sub-
task.
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Figure 1: The proposed LMCA in a text-only input-output setting. The architecture consists of three long-term memory modules
realised as language models and a retrieval module that attends to structures in working memory; working memory stores
structures that are iteratively added to by long-term memory over multiple time steps until an action is produced, prompting the
architecture to answer the input task. Each long-term memory module receives as input a textual representation of the attended-
to structures in working memory. The Action Module produces actions which are appended to the Action Queue; actions fulfil
the purpose of creating and modifying existing structures in working memory, which are stored in five buffers.

The Struct Buffer, named after structs in C, consists of
more complex structures. A fluctuating number of variables
can be defined in any structure and these variables can have
one of several different data types. An operator is some-
thing that modifies structures in working memory. Allowed
operators, such as modifying a variable (i.e., incrementing
an integer) or performing operations involving two or more
structures, can be defined for structures in the Struct Buffer.
Structures are created by the Action Module.

The Retrieval Module has the sole purpose of attending
to salient structures in working memory based on their rele-
vance to the current action and is biased by recent thoughts
and memories. If the action is to generate memories from the
Memory Module, then salient structures in working mem-
ory should be attended to. The Retrieval Module could be
realised as a language model that has a large enough context
length to process all of the working memory at once, pro-
ducing an attention value for each structure, or instead out-
putting in order the most salient structures autoregressively
by referencing their identifiers.

Memory Module
The Memory Module has the sole purpose of generating rel-
evant memories given the attended-to structures of working

memory and is a form of declarative memory. It can be re-
alised as a language model, a database of some sort, or a
combination of the two. A memory has varying levels of ab-
straction. At the lowest level of abstraction, we can gener-
ate past states of working memory directly. At higher levels
of abstraction, we can generate subsets of previous working
memory states, based on what was attended to in that work-
ing memory state. At the highest level of abstraction, this
could be a natural language description of a previous work-
ing memory state, summarising the most important elements
and their impacts on producing a solution.

Thought Module

The Thought Module’s role is to produce thoughts related
to metacognition, given the attended-to element of working
memory, and is language model based. The thoughts could
be related to monitoring and regulation of cognition, a plan
on how to solve the current task, the next step in solving the
task, generating an answer to the current task, and generating
a new intermediary task that will help solve another task.
The thoughts are stored in the Thought Buffer in working
memory, where they can influence the next action, memory
generated, and what is attended to in working memory.
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Action Module
The Action Module’s purpose is to produce actions that can
add structures, modify structures, and remove structures in
working memory, and can determine when an output should
be generated for the currently attended-to task, given the re-
trieved structures from working memory. This module is a
form of procedural memory. The Action Module will be a
language model where the decoding process is constrained
to produce valid actions. Multiple actions can be proposed
with one call to the Action Module, where they will be added
to the Action Buffer in working memory and appended to the
Action Queue. The queue will be first-in, first-out; the ac-
tions will be executed sequentially until the queue is empty.
When the Action Queue is empty, the Action Module will
be tasked with producing more actions.

Possible actions include generating a thought based on
working memory, generating memories based on working
memory, generating structures in the Struct Buffer, gener-
ating a new task through generating a thought, modifying
structures in the Struct Buffer in working memory via ap-
plying operators to structures, and generating an answer to
a task. The action-generating process concludes when the
input task is answered.

Realising Fast and Slow Thinking
In LMCA, fast thinking occurs when an action is generated
initially to complete a task. For example, when the task is
to answer “What is 2+2?”, the Action Module should gener-
ate an action tasking the Thought Module to answer with-
out other actions being applied to working memory. The
first thought that the architecture produces is the answer to
the task’s question, i.e., 4; a fast, intuitive, and automatic
thought similar to a thought a human would produce given
the same task. Slow thinking occurs when a way to com-
plete the task cannot be found easily by the architecture.
Thoughts associated with planning, reasoning, and deliber-
ation are generated. To count as slow thinking, the thought
process should be categorized by substantial effort and in-
volve many steps.

Training
The main challenge in realising LMCA is in training it. The
Memory Module, Thought Module, Action Module and Re-
trieval Module are the four components with parameters that
need to be trained.1 Initially, each module should be pre-
trained, i.e., each module should have some innate knowl-
edge. The challenge will be acquiring data involving the
structures of working memory when solving a task and the
associated optimal outputs of each module. This includes
the optimal structures to retrieve from a working memory
state and the optimal memories, thoughts, and actions given
a working memory state.

Instruction tuning (Wang et al. 2023b) is one approach
that can be used for training. A high-quality set of examples
to train each module should be created. This entails con-
structing examples of the desired behaviour when solving a

1If the Memory Module is realised as a database with no lan-
guage model component then there are no parameters to train.

problem, i.e., ideal working memory states and the desired
outputs of each module. Generating data, both manually and
automatically, is a challenge that needs to be overcome. An-
other option is to pre-train the modules on other represen-
tative tasks, ideally in a self-supervised manner. The mod-
ules can be trained further on the previously mentioned in-
struction tuning examples or in a multi-agent reinforcement
learning scenario (Nguyen, Nguyen, and Nahavandi 2020;
Oroojlooy and Hajinezhad 2023; Zhang, Yang, and Başar
2021).

A key aspect of this architecture is its capacity for con-
tinual learning, which depends on updating both long-term
memory—including the storage of experiences—and the
Retrieval Module as the model acquires experience. One key
area to consider supporting continual learning is utilising
thought module states (its “thoughts”) to identify and reason
about errors made. Mechanisms are needed to store memo-
ries and update the parameters of the architecture given these
thoughts, which includes the need to generate errors inter-
nally. Also salient is how to identify and penalise incorrect
thoughts, based on reflection and stored memories of previ-
ous thoughts.

Conclusion
We have proposed an architecture, LMCA, that aims to mit-
igate the limitations of contemporary LLMs by combining
their capabilities with structures drawn from previous work
on cognitive architectures in AI. In the context of fast and
slow thinking, we aim to give LLMs slow thinking capa-
bilities similar to human cognition, but in a fully trainable
setting. In LMCA, LLMs are prominent, being utilised in
all four cognitive modules. Avenues to support training the
architecture are mentioned, along with considerations of im-
portance and difficulty of generating data and the possibil-
ity of generating errors internally dictated by a generated
thought. The next, and vital, step will be realising this archi-
tecture in a software implementation.
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