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Abstract

Although large language models such as ChatGPT and GPT-
4 have achieved superb performances in various natural lan-
guage processing tasks, their dialogue performance is some-
times not very clear because the evaluation is often done on
the utterance level, where the quality of an utterance given
context is the evaluation target. Our objective in this work
is to conduct human evaluations of GPT-3.5 and GPT-4 us-
ing MultiWOZ and persona-based chat tasks in order to ver-
ify their dialogue-level performance in task-oriented and non-
task-oriented dialogue systems. Our findings show that GPT-
4 performs comparably with a carefully created rule-based
system and has a significantly superior performance to other
systems, including those based on GPT-3.5, in persona-based
chat.

Introduction
Human-robot interaction has a lot to benefit from recent ad-
vancements in large language models (LLMs) such as Chat-
GPT and GPT-4 (OpenAI 2023; Bubeck et al. 2023) for
processing dialogue, such as following instructions (Mata-
moros, Seib, and Paulus 2019), grounding with physical en-
vironments (Ahn et al. 2022), and conversations in general.
However, one of the current challenges with dialogue pro-
cessing utilizing LLMs is that, due to the interactive na-
ture of dialogue and the cost involved in such interactive
evaluation, their dialogue-level performance is sometimes
not very clear with evaluations done only on the utterance
level. This lack of clarity makes it difficult for researchers
and developers to adopt LLMs for their dialogue applica-
tions. To the best of our knowledge, while there have been
some utterance-level evaluations, there are few reports on
the dialogue-level performance of GPT-3.5 and GPT-4, the
most advanced models to date (Bang et al. 2023; Hudeček
and Dušek 2023).

Our aim in this study is thus to clarify the dialogue-
level performance of LLMs, especially GPT-3.5 and GPT-
4, in human evaluation experiments using task-oriented and
non-task-oriented dialogue systems. We adopted the pop-
ular dialogue task MultiWOZ (Budzianowski et al. 2018)
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for task-oriented dialogue and the commonly used persona-
based chat (Zhang et al. 2018) for non-task-oriented dia-
logue and then conducted dialogue-level evaluations. Our
findings showed that GPT-4 performs the best in both task-
oriented and non-task-oriented dialogues: specifically, it per-
forms on par with a carefully created rule-based system
in task-oriented dialogue, and it also shows a high perfor-
mance in persona-based chat, achieving better satisfaction
compared to GPT-3.5.

In this paper, we open with our experiment in task-
oriented dialogue and show how the systems are imple-
mented using GPT-3.5 and GPT-4 and how the evaluation
was performed. Then, we present a similar evaluation for
non-task-oriented dialogue. We close with a brief summary
and mention of future work. Note that the human evaluation
experiment in this paper was approved by the ethical review
committee of our institution.

Evaluation in Task-Oriented Dialogue
Among the many tasks typically used for task-oriented dia-
logue, we chose to utilize MultiWOZ (Budzianowski et al.
2018), which is the most widely studied dialogue task. Mul-
tiWOZ covers dialogues between a clerk bot and a customer
in tourist information-related domains including attraction,
hotel, hospital, restaurant, taxi, train, and police.

System Implementations
We implemented four systems for evaluation: a rule-based
system, an end-to-end system fine-tuned with the Multi-
WOZ data, a system built with GPT-3.5, and a system built
with GPT-4, described as follows. All systems performed
text-based dialogue with users in English.
Rule-based We used the rule-based system implemented

by ConvLab-2 (Zhu et al. 2020), a toolkit to build task-
oriented dialogue systems with various pre-trained mod-
els. The rule-based system consists of four modules in
a pipeline structure: a BERT Natural Language Under-
standing (NLU) (Chen, Zhuo, and Wang 2019), a rule-
based Dialogue State Tracking (DST), a rule policy, and a
template Natural Language Generation (NLG). All mod-
ules within the system except for NLU are crafted by ex-
perts. Studies with a user simulator1 have shown that the
1https://github.com/thu-coai/ConvLab-2
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System N Success Turn Understanding Appropriateness Satisfaction
Rule-based 39 74.36 11.79 4.08 4.15 4.00
TOATOD 36 66.67 12.56 3.83 3.81 3.72
GPT-3.5 42 57.14 11.55 3.79 3.98 4.05
GPT-4 42 76.19 11.88 4.26 4.36 4.00

Table 1: Human evaluation in task-oriented dialogue. N is the number of workers, and Turn is the average number of turns until
the end of the dialogue. The best score is shown in bold, and the second-best score is underlined.

rule-based system has a high task performance.
TOATOD We used the Task-Optimized Adapter for an

end-to-end Task-Oriented Dialogue (TOATOD) system
(Bang, Lee, and Koo 2023), which is an end-to-end
dialogue system built with a T5 (Raffel et al. 2020)
model fine-tuned on the MultiWOZ corpus. The TOA-
TOD model sequentially understands the user utterance,
outputs a belief state based on the dialogue history,
searches the database using the content of the belief state,
and finally generates a response using the search results.
TOATOD is one of the latest models to achieve top scores
on the leaderboard for MultiWOZ response generation2.
As the source code and trained parameters for TOATOD
are available, we utilized the distributed model for imple-
menting the system.

GPT-3.5 Following Hudeček and Dušek (2023), we con-
structed a task-oriented dialogue system based on GPT-
3.5 (gpt-3.5-turbo model via OpenAI API). In this
system, a context encoder first encodes its input user ut-
terance into a vector representation and then uses it to
retrieve dialogue examples with high similarity from the
MultiWOZ corpus. Next, the retrieved dialogue exam-
ples are utilized as shots by an LLM-based state tracker
as a prompt to generate the belief state. After that, the
state tracker retrieves the necessary information from the
database using the belief state as a query, and finally,
using the context and the retrieved information in the
prompt, an LLM-based utterance generator generates the
system response.

GPT-4 This system is the same as that for GPT-3.5 except
that GPT-4 (gpt-4-0613, via OpenAI API) is used.

Since TOATOD, GPT-3.5 and GPT-4 only work on the
utterance-level as they are, we wrote a wrapper for them to
be able to converse interactively. This process includes writ-
ing lexicalization rules. Note that the original systems gener-
ate delexicalized utterances that include placeholders (e.g.,
[phone] or [address]) instead of actual slot values.
Therefore, we had to create rules to fill such placeholders
with the slot values retrieved from the MultiWOZ database
so that the system can generate meaningful utterances.

Experiment
We conducted a human evaluation experiment to evaluate
the above systems on the dialogue level. We recruited ap-
proximately 40 workers for each system via Amazon Me-
chanical Turk (AMT). To ensure the quality of the experi-

2https://github.com/budzianowski/multiwoz

ment, we only enrolled workers who met all of the follow-
ing criteria: (1) have completed tasks on AMT more than ten
times, (2) have a task approval rate of 95% or higher, (3) re-
side in English-speaking regions, and (4) have answered all
five common-sense questions correctly.

During the experiment, each worker first read the instruc-
tions for their assigned dialogue goals and then tried to
achieve these goals by chatting with a system. Each dialogue
goal was randomly generated using a function implemented
in ConvLab-2, and one to three domains were randomly as-
signed for each goal. The average number of domains used
for dialogue goals in Rule-based, TOATOD, GPT-3.5, and
GPT-4 were 1.72, 1.81, 1.81, and 1.81, respectively. Since
the difficulty of the dialogue is predominantly determined
by the number of domains, it is assumed that there was little
difference in the difficulty of dialogue among the systems.

Each worker interacted only once with one of the systems
with a given goal, and the worker was required to achieve
their dialogue goal within 20 utterances. The task was de-
termined a success by the worker’s self-assessment; that is,
if the worker considered that the dialogue goal had been
achieved during the dialogue, the worker would judge the di-
alogue as a success and terminate it. Otherwise, the worker
would judge the dialogue as a failure. In addition, when the
maximum number of turns had elapsed, the dialogue would
automatically be judged as a failure.

After each dialogue, the workers subjectively evaluated
the system’s ability in terms of language understanding, the
appropriateness of the system response, and their satisfac-
tion with the dialogue on a five-point Likert scale.

Results

Table 1 lists the dialogue performances for task success (task
success rate) and subjective evaluation for the four systems.
As we can see, GPT-4 reached the highest performance in
task success, system language understanding, and appropri-
ateness of system response. Its task success is on par with
that of the Rule-based system, which is surprising because
the Rule-based system is known for its high performance
compared to neural-based models (Zhu et al. 2020). Al-
though it is necessary to retrieve dialogue examples from the
MultiWOZ dataset as shots to be included in the prompt, the
fact that GPT-4 was able to achieve this task success is con-
sidered significant progress. On the other hand, GPT-3.5 had
difficulty achieving the task, similarly to its reported perfor-
mance on the utterance level (Bang et al. 2023). TOATOD
was better than GPT-3.5, but it did not reach the level of
GPT-4.
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Worker What are the IDs of the 19 trains along
with their departure times?

GPT-4 The IDs and departure times of the 19
trains are as follows: [train1 id] at
[time1], [train2 id] at [time2],
..., [train19 id] at [time19].
Please let me know if you need more
information.

Table 2: Typical failure case of GPT-4 with undefined place-
holders.

Analysis
An example of a typical failure case of GPT-4 is when it gen-
erated placeholders such as train1 id and time1 that
were not defined in the MultiWOZ task by hallucinations
(see Table 2 for an example). Another failure case of GPT-
4 is when it failed to switch the domain during a dialogue,
leading to a misunderstanding of user utterances. Although
the task success rate of GPT-4 is reasonably high at 75%,
these failure cases demonstrate the necessity for better un-
derstanding of the task and domains, which could presum-
ably be done by ensuring more grounding in the dialogue
task.

Evaluation in Non-Task-Oriented Dialogue
One of the main goals of non-task-oriented dialogue systems
is to have a human-like conversation. To this end, the sys-
tem needs to exhibit a certain personality. There have been
a number of studies on persona-based chat (Li et al. 2016;
Zhang et al. 2018) in which interlocutors have conversations
with consistent personalities. Following this vein, we focus
on persona-based chat as a type of non-task-oriented dia-
logue for evaluation.

Note that there are other important elements in non-task-
oriented dialogue, such as social (Yu et al. 2019), emotional
(Rashkin et al. 2019), and entertaining (Garcı́a-Méndez et al.
2021) aspects. One previous study examined the dialogue
performance of ChatGPT in empathetic response generation
and emotional support conversation tasks (Zhao et al. 2023),
with the evaluation done on the dialogue level. However, the
performance of GPT-4 was not evaluated and the evaluation
was performed in a pair-wise fashion, making it difficult to
clarify the differences among systems.

System Implementations
We implemented four LLM-based systems for this evalua-
tion: Japanese-dialog-transformers, OpenCALM-3B, GPT-
3.5, and GPT-4, described as follows. Note that, since the
language of the data we utilized for persona and personal-
ity traits was Japanese, the systems performed dialogue in
Japanese. The dialogue was done via text chat.

Japanese-dialog-transformers We built this system based
on Japanese-dialog-transformers (Sugiyama et al. 2023),
the 1.6B-parameter Transformer-based encoder-decoder
model for Japanese chit-chat. This is one of the most pop-
ular models for persona-based chat in Japanese. For im-

plementing the system, we utilized the publicly available
model3 pretrained with Twitter data and fine-tuned on
JPersonaChat (Sugiyama et al. 2023), the Japanese ver-
sion of PersonaChat (Zhang et al. 2018). The model does
not use persona as input. We utilized the default setting
for generation, with five previous utterances provided as
context.

OpenCALM-3B We built this system based on Open-
CALM, the Transformer-based decoder-only large
Japanese language model, which was recently released
by CyberAgent, Inc. It has been pre-trained on the
Wikipedia and Common Crawl datasets. In this experi-
ment, we utilized a model with 3B parameters4, which is
more than the Japanese-dialog-transformers model. We
built the system by LoRA-tuning (Hu et al. 2021) the
model with JPersonaChat. We prepared two variants for
this system: (i) persona is used as input and (ii) persona is
not used as input (dialogue history only). For generation,
on the basis of our preliminary experiment, the system
uses the previous 12 utterances as context.

GPT-3.5 We built this system based on GPT-3.5 utilizing
the gpt-3.5-turbo model. To assess the influence of
not only persona but also personality on utterances, we
built a system using the personas and personalities in Re-
alPersonaChat (Yamashita et al. 2023). Specifically, we
prompted the system to output the next utterance using
the persona, personality traits, and dialogue history (all
previous user and system utterances) as input. Persona is
represented by ten sentences describing the profile of the
interlocutor. Personality traits are a set of high/low val-
ues regarding certain personality traits, including those
in the Big Five (Goldberg 1990; McCrae and John 1992;
Fossati et al. 2011) and the Adult Temperament Ques-
tionnaire (ATQ) (Evans and Rothbart 2007). To ensure
the consistency of persona and personality, we utilized
the set of persona and personality from the same individ-
ual.

GPT-4 This model is the same as GPT-3.5 except that
GPT-4 (the gpt-4-0613 model) was used; namely, the
prompt includes persona, personality traits, and dialogue
history. In addition, we created three variants in which
the system utilizes a prompt containing (i) persona and
dialogue history, (ii) personality traits and dialogue his-
tory, and (iii) dialogue history only. This was to examine
the effect of persona and personality traits on dialogue
performance.

Experiment
We recruited 30 workers for each system through the Crowd-
Works crowdsourcing service5. Each worker chatted with
one of the systems only once and engaged in dialogue with
the systems on a web-based interface we developed. The
number of utterances per dialogue was limited to 20: ten
by the worker and ten by the system, in an alternating fash-
ion. We instructed the workers to freely chit-chat with the

3https://github.com/nttcslab/japanese-dialog-transformers
4https://huggingface.co/cyberagent/open-calm-3b
5https://crowdworks.jp
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System N Coherence Informativeness Satisfaction
GPT-4 + persona & personality 30 4.60 4.50 4.60
GPT-4 + persona 30 4.57 4.53 4.53
GPT-4 + personality 30 4.60 4.00 4.07
GPT-4 (dialogue history only) 30 4.57 4.47 4.23
GPT-3.5 + persona & personality 30 4.37 4.47 4.23
Japanese-dialog-transformers 30 3.67 4.03 3.43
OpenCALM-3B + persona 30 3.20 3.10 2.97
OpenCALM-3B (dialogue history only) 30 3.53 3.53 3.33

Table 3: Human evaluation in non-task oriented dialogue. The best score is in bold, and the second-best score is underlined.
The dialogue history is provided uniformly to all systems.

system. As personas for OpenCALM-3B, we prepared ten
sets of personas randomly selected from JPersonaChat; note
that personality traits are not included in JPersonaChat. Each
persona consists of five sentences that represent the profile
of an individual.

For GPT-3.5 and GPT-4, we prepared ten sets of per-
sonas and personality traits randomly selected from RealPer-
sonaChat. The characteristics of this persona include 1) con-
sisting of ten sentences, 2) being approximately three times
longer than that in JPersonaChat, and 3) being realistic be-
cause it is collected from real individuals. For more details,
refer to (Yamashita et al. 2023).

After the dialogue, the workers subjectively evaluated the
system in terms of its coherence, informativeness, and satis-
faction selected from the dialogue-level evaluation items de-
scribed in (Mehri and Eskenazi 2020). The evaluation was
done on a 5-point Likert scale.

Results
Table 3 lists the evaluation results for each system. As we
can see, GPT-3.5 and GPT-4 achieved higher scores than
Japanese-dialog-transformers and OpenCALM-3B for all
evaluation items. This demonstrates the positive effect of the
large parameter size of GPT-3.5 and GPT-4. GPT-4 was su-
perior to GPT-3.5 for all evaluation items, and the difference
was especially large for satisfaction.

Regarding Japanese-dialogue-transformer, it was better
than the OpenCALM-3B + persona model even though it
has fewer parameters and does not utilize persona informa-
tion as input. We looked into the generated utterances of
OpenCALM-3B + persona and found that persona-related
information appeared frequently in the utterances, possi-
bly leading to unnaturalness. The fact that OpenCALM-3B
without the persona information performs better suggests
the difficulty of naturally incorporating persona information
into utterances, or possibly the unnatural nature of the JPer-
sonaChat corpus in which the interlocutors had conversa-
tions with given personas and needed to talk about them (Ya-
mashita et al. 2023).

Regarding GPT-4, when comparing scores depending on
the information included in the prompt, the system that in-
cluded both the persona and personality traits showed the
highest score in coherence and satisfaction. The contribution
of personality alone was not strong, leading to decreased
performance for informativeness and satisfaction, which we

investigate in the following subsection.

Analysis
GPT-4 showed a significant decline in satisfaction when the
persona was removed from the prompt (p < 0.05, Mann-
Whitney U test). We looked into the dialogues and found
that there were cases where the personality was too strongly
reflected in the utterances. For example, in some cases with
introverted personalities (such as “Extroversion is low” or
“Sociability is low”), we observed dialogues where the sys-
tem responded to the user utterance with only terse replies,
exhibiting low engagement by the system.

Seven of the dialogues by GPT-4 without personas had
a satisfaction rating of three or lower. The commonality
of these seven dialogues was that certain personality traits
(such as extraversion in Big Five and sociability in ATQ)
were low. We believe that the differences in the quality of di-
alogue are not due to the system’s dialogue ability but rather
to the non-talkative personality given to the system.

Summary and Future Work
In this paper, we investigated the dialogue-level performance
of GPT-3.5 and GPT-4 in human evaluation experiments us-
ing task-oriented and non-task-oriented dialogue systems.
Our findings demonstrate that, in task-oriented dialogue,
GPT-4 has reached the level of dialogue that was previ-
ously only achievable by hand-crafted rules. In addition, in
persona-based chat, GPT-4 greatly surpassed GPT-3.5, and
it attained the highest score when using persona and person-
ality traits. We also found that the use of personality traits
may have an adverse effect depending on the traits.

In future work, we plan to further investigate the dialogue-
level performance of GPT-4 in more complex dialogue tasks
(such as information access (Dinan et al. 2018), negotiation
(Wang et al. 2019), and sales (Smith 2020)) and in non-task-
oriented dialogue in which emotional and social aspects are
of greater importance. In addition, we also want to investi-
gate how high-performance LLMs can be utilized in human-
robot interaction.
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