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Abstract 

The electrification of transportation is a growing strategy to 
reduce mobile source emissions and air pollution globally. To 
encourage adoption of electric vehicles, there is a need for 
reliable evidence about pricing in public charging stations 
that can serve a greater number of communities. However, 
user-entered pricing information by thousands of charge 
point operators (CPOs) has created ambiguity for large-scale 
aggregation, increasing both the cost of analysis for research-
ers and search costs for consumers. In this paper, we use large 
language models to address standing challenges with price 
discovery in distributed digital data. We show that generative 
AI models can effectively extract pricing mechanisms from 
unstructured text with high accuracy, and at substantially 
lower cost of three to four orders of magnitude lower than 
human curation (USD 0.006 pennies per observation). We 
exploit the few-shot learning capabilities of GPT-4 with hu-
man-in-the-loop feedback—beating prior classification per-
formance benchmarks with fewer training data. The most 
common pricing models include free, energy-based (per 
kWh), and time-based (per unit time), with tiered pricing 
(variable pricing based on usage) being the most prevalent 
among paid stations. Behavioral insights from a US nation-
ally representative sample of 13,008 stations suggest that EV 
users are commonly frustrated with the slower than expected 
charging rates and the total cost of charging. This study un-
covers additional consumer barriers to charging services con-
cerning the need for better price standardization. 

 Introduction    

The transportation sector is one of the largest contributors to 
greenhouse gas and air pollutant emissions in the United 
States and globally (IEA, 2023; EPA, 2021). The adoption 
of electric vehicles (EVs) reduces tailpipe emissions and 
provides air quality co-benefits to communities (Asensio et 
al., 2020; Carley et al., 2019; Requia et al., 2018; Sheldon, 
2022). A variety of pricing strategies can serve as innovation 
policy levers to increase EV diffusion by supporting new 
charging business models and making life cycle fueling 
costs more salient or economically accessible to a broader 
set of consumers (Asensio et al. 2021). Under current decen-
tralized models of EV infrastructure growth, thousands of 
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individual CPOs and managers set their own pricing and ac-
cess policies. For climate research communities, this creates 
long standing data challenges for archiving, sharing, and ex-
tracting insights from massively distributed digital data 
(Knusel et al. 2020; Faghmous and Kumar, 2014; Overpeck 
et al., 2011). Inadequate information about alternative fuel-
ing costs is known to lead to sub-optimal consumer deci-
sions (Allcott, 2013; Larrick and Sol, 2008). Further, recent 
theory and evidence from the US and Europe indicates that 
it is more cost effective to promote incentives for infrastruc-
ture provision, rather than car sales, due to well-known 
charging network externalities (Li et al., 2017; Springel, 
2021; Cole et al., 2023; Liang et al., 2023).  
 In recent years, the emergence of open-source EV charg-
ing platforms offers new opportunities to investigate con-
sumer behavior and price phenomena in near real-time, us-
ing unstructured natural language data (Asensio et al., 2020; 
Ha et al., 2021; Liu et al., 2023). These data from mobile 
platforms overcome limitations of government surveys and 
self-reported data by providing direct market evidence. 
However, there remain two fundamental challenges for dis-
covery. First, pricing information on these platforms is user-
entered free-form text by station operators and managers, 
leading to inconsistencies and ambiguity. Further, interop-
erability issues exist between charging networks, making it 
difficult to extract price data at a large scale. Second, high 
search costs also make it difficult to observe consumer re-
sponses to various price schemes.  
 In this paper, we investigate the plausibility of using large 
language models to solve these data challenges regarding 
scale and cost. Developing automated approaches using 
generative AI is important because understanding large-
scale coordination of price behavior is essential to managing 
the smart adoption of EVs and directed investments in pub-
lic infrastructure. Here we demonstrate the capabilities of 
the zero-shot learning of GPT-4 (OpenAI, 2023) with expert 
prompting to extract price scheme information at a national 
level. Prior research has demonstrated that transformers and 
other neural networks (i.e., CNNs, RNNs, and BERT) can 
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do well in sentiment classification tasks within this domain 
but require expensive, high quality training data for policy 
analysis. We leverage the few-show learning capabilities of 
GPT-3 (Brown et al., 2020) to classify consumer review sen-
timents with significantly fewer training examples com-
pared to prior benchmarks, while still understanding domain 
specific vocabulary and achieving comparable performance 
with reduced cost. We characterize the relative importance 
of common pricing strategies to reveal the distribution of 
pricing decisions in the US. Additionally, we generate a 
measure of consumer responses within different pricing 
schemes resolved at the station level. Such capabilities 
transform the cost and scale of system-level research in en-
gineering and climate-oriented research in transportation 
and mobility. We evaluate performance and comment on the 
relative cost of human versus AI assisted price discovery. 

Methods 

Data Collection 
We collected data on EV stations from open-source web ap-
plications, such as PlugShare and ChargePoint, for the years 
2020 and 2022. The data included unique station ID, geo-
graphic location, pricing scheme, parking information, con-
sumer reviews, and date of the reviews. The raw data con-
tained 25,607 and 22,208 stations from 2020 and 2022, re-
spectively. We observed that 3,339 stations that existed in 
2020 were no longer available in 2022. To examine the pos-
sible attrition bias, we performed a two-sample Kolmogo-
rov–Smirnov test to compare the distributions of station 
counts per state between 2020 and 2022 datasets. We found 
no statistically significant difference between the distribu-
tions (P > 0.05). Thus, we ruled out the attrition bias as a 
factor in our analysis. In 2020, we collected over 38,540 re-
views from 10,686 stations. In 2022, the number of reviews 
increased significantly to 71,330 from 13,008 stations. 
Given generative AI models have been known to have mem-
orization tendencies of private sensitive information 
(Biderman et al., 2023) and socially harmful behavior from 
real world observations (Ganguli et al., 2022), we omitted 
personally identifiable information (PII) from the consumer 
reviews and station operators. 

Pricing Taxonomy 
We defined five broad pricing categories based on the liter-
ature, domain knowledge, and hundreds of stations cost de-
scriptions. Table 1 presents the price scheme, definition, and 
brief ex-ample. We found that the vast majority of station 
price schemes (e.g. 99.9%) fell into one of the mutually ex-
clusive models: energy-based, time-based, tiered, or free. 
Other price schemes such as subscription or other form of 
payment were rare. 

Table 1. Taxonomy of Pricing Schemes in EV Stations 

Pricing Scheme Extraction 
We experimented with rule-based strategies to extract price 
schemes using regular expressions as a direct way to pro-
grammatically assign stations to a category in our price 
scheme taxonomy. We used 30 regular expressions to ex-
tract valuable price-specific data and categorize it into the 
associated pricing scheme category. However, we found 
that regular expressions were not sufficient to capture all the 
possible variations and nuances of user-entered pricing 
schemes. For example, some stations had different prices for 
different plug types or different times of the day. Some sta-
tions had conditional prices based on membership or sub-
scription status. Some stations had no explicit price but re-
quired a donation or a purchase at a nearby store. Moreover, 
some pricing schemes were too complex or ambiguous to be 
parsed by simple rules. 
 To overcome these limitations, we used GPT-4 (OpenAI, 
2023) as an alternative approach to test whether it could han-
dle the widely varying user-entered text. Prior research has 
demonstrated the use of automated or human led methods 
for prompt generation that can serve as an effective alterna-
tive for model fine tuning (Shin et al., 2020; Meyer et al., 
2022; Møller et al., 2023). We used chain-of-thought rea-
soning (Wei et al., 2022; Chen et al., 2023) to create expert 
prompts that included labeled definitions and examples of 
pricing schemes with more complex reasoning that distin-
guishes between charging and parking costs. We used these 

Price Scheme Definition Example 
Energy-based Cost to charge 

at either per 
kWh basis 

“$0.35/kWh” 

Time-based Cost to charge 
at per unit of 
time basis, 
such as dollars 
per minute, hr, 
etc. 

“$2.00/Hr” 

Tiered Cost varies de-
pending on ex-
tend of charg-
ing session du-
ration either in 
terms of time 
or energy 

“Charging is 
$0.80/hour for 
first 4 hours. 
$5/hour after 
that. Paid 
parking” 

Free No cost for 
charging 

“9/ day park-
ing plus tax. 
Free to 
charge” 

Other Subscription or 
other form of 
payment 

“$4/month un-
limited wind 
powered 
charging, 
pluginaus-
tin.com” 
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prompts to guide GPT-4 to capture the nuances and varia-
tions in the user-entered pricing schemes and reviews. The 
prompt that yielded the best performance was:  

“Write a word that describes the charging rate of an elec-
tric vehicle (EV) station. The word should be based on the 
price and whether it is energy based or time based. If there 
are multiple charging rates, the word should indicate that it 
is tiered. Do not include parking fees or any other fees ex-
cept the charging rate. If there is no charging rate, the word 
should be free. For example: 

 $0.25/kWh -> energy 

 $1/hour -> time 

 $0.50/kWh for first 10 kWh, then $0.25/kWh -> 
tiered 

 No charge -> free”          

We applied this prompt to each pricing record in our data 
set and obtained a standardized category label from GPT-4. 
To evaluate performance, we compared the results of GPT-
4 with those of regular expressions and found that GPT-4 
was able to handle more complex and diverse pricing 
schemes with higher accuracy and consistency. In the exam-
ple provided in Table 2, we show examples where GPT-4 
successfully identifies the true price scheme even when 
there are additional parking costs, time limits or seasonality, 
non-linear pricing, or other comparative price schemes. 

Sentiment Prediction with Fine-Tuned Models 
Following price scheme extraction, we used GPT-3 availa-
ble via the Azure OpenAI service to classify the sentiments 
of the user reviews for each charging station, which allowed 
for modified tuning. We compared two GPT-3 models, 
DaVinci and Curie, that can perform sentiment classifica-
tion using few-shot learning techniques (Brown et al., 2020) 
and we found that the DaVinci model to be the most capable 
with our dataset. We chose Curie as our preferred model be-
cause it was more cost-effective and efficient, and it 
achieved similar results to DaVinci. We used a standard sen-
timent lexicon (Liu et al., 2005) to assign positive or nega-
tive labels to the user reviews. We then fine-tuned Curie on 
a small subset of expert labeled reviews (about 10% of the 
total reviews) to learn the domain-specific language and ex-
pressions used by the EV users. We devised prompts using 
labeled definitions from consumer reviews in the curated da-
taset in Ha et al., 2021 (Ha et al., 2021). We applied these 
prompts to each user review in our sample and obtained a 
sentiment prediction with fine-tuned, expert-trained GPT-3. 
We evaluated our methods using standard metrics such as 
accuracy, precision, recall, and F1-score for sentiment clas-
sification tasks. We also compared our extracted pricing 
scheme results with several baselines such as rule-based 
methods like RegEx (Friedl, 2006) and sentiment prediction  

Table 2. Complex Price Examples 
 

results with well-known deep learning classifiers such as 
CNN (Kim, 2014). 
 To enable station level analysis over time from 2020 to 
2022, we computed the negativity score for each station as 
a measure of customer dissatisfaction, using protocols in 
Asensio et al., 2020 (Asensio et al., 2020). The negativity 
score, bounded between 0 and 1, for any station i in a given 
year t is defined as: 
 

NegativityScorei,t=
Countofnegativereviewsi,t

Totalcountofreviewsi,t
   (1) 

 
To understand possible variations in sentiment across differ-
ent pricing schemes, we grouped the stations based on the 
pricing categories determined from the previous step. Fur-
thermore, we excluded the stations with less than two re-
views to avoid any potential bias in the sentiment scores. We 
then used the negativity scores to understand station level 
phenomena across different price schemes between 2020 
and 2022.  

Results and Discussion 

Distribution of Pricing Schemes 
We evaluated the performance of GPT-4 with prompt engi-
neering for extracting standardized pricing schemes from 
user-entered data and compared it with a baseline Regex ap-
proach. We randomly sampled 4 sets of 50 stations from our 
dataset, which includes 100 reviews per set, and manually 
annotated their price scheme class. GPT-4 achieved a 2 to 
26 percentage point improvement in accuracies for extract-
ing pricing schemes (Table 3). This demonstrates that GPT-
4 easily outperforms Regex in replication tests with fresh 
data, resulting in 2.4 to 38.2% improvement from the base- 

Charging Operator Price Example True 
Class 

GPT-4 
Class 

Regex 
Class 

“Parking: First 4 hrs free. Thereafter 
$2.00 per hour. Charging: 

$0.25/kWh” 

Energy Energy Tiered 

    

“Charging always free. General me-
tered parking 8am to 9pm, $2.00/hour, 
2 hour time limit. Free parking 9pm to 

8am and in winter months” 

Free Free Time 

“$1 first 4 hours 
$3/hr afterward” 

Tiered Tiered Time 

“$1.50 minimum, $0.35/kWh same as 
other Disney ChargePoint stations” 

Energy Energy Tiered 

“Parking costs $5/hr.  $1.25 per hour 
charging” 

Time Time Tiered 

“Energy: All Days: $0.13/kWh 
Station Parking: First 1 hr(s) Free, 

thereafter $0.10/hr” 

Energy Energy Tiered 
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Table 3. Performance of Regex vs. GPT-4 and Replication 
Accuracy 

 
line using regular expressions. 

Although GPT-4 consistently outperforms Regex with 
lower misclassification errors, i.e., 6 to 14% error rate as 
shown in Table 3, we acknowledge that there could exist 
cases where Regex identifies the correct price scheme while 
GPT-4 does not. We performed additional experiments to 
quantify such cases and found that these were rare, with only 
6 out of 400 (1.5%) that met this criterion. Examples of such  
cases are shown in Table 4. Thus, we conclude that GPT-4 
is a preferred technical solution to price discovery from un-
structured user text in digital platforms. 
 Given our large-scale data and highly accurate classifica-
tion with GPT-4, we are able to generate the distribution of 
pricing schemes across all major charging networks in the 
US. We used the taxonomy of price schemes defined in Ta-
ble 1 to classify the user-entered data. Figure 1 shows the 
distribution of pricing scheme in the year 2022. We find that 
the most common pricing scheme is free (72.6%), followed 
by tiered (11.8%), time (8.2%), and energy-based (7.4%) re-
spectively. Although a majority of stations do not include 
charging fees, many free stations could have restricted ac-
cess, i.e. such as to employees or to customers, and/or sig-
nificant parking fees. For example, in Table 2, the price de-
scription: “Charging always free. General metered parking 
8am to 9pm, $2.00/hour, 2 hour time limit. Free parking 
9pm to 8am and in winter months”, was successfully identi-
fied by GPT-4 as a free station despite also having detailed 
parking rates. We note that other price schemes not in one 
of the four major price schemes only make up 0.1% of park-
ing rates  

 

Table 4. Examples of GPT-4 Misclassification 

Figure 1. Distribution of pricing schemes for a national 
sample of U.S. charging stations in 2022 (N=10,527) 

Classifier Performance 
We evaluate the performance of GPT-3/4 versus several 
benchmarks for sentiment classification on a national sam-
ple of EV user reviews. The results of our experiments show 
that the GPT-3 (Curie) model that has been fine-tuned with 
expert annotated labels outperformed the benchmark convo-
lutional neural network (CNN) model (Asensio et al., 2020) 
by 5 percentage points in accuracy and 0.04 points in F1 
score (Table 5). This is notable because GPT-3 achieves this 
performance with only 13% of high-quality training exam-
ples (i.e., F1 Score 0.894 (s.d. 0.0048) for GPT-3 versus 
0.86 (s.d. 0.0037) for CNN). Given the impressive perfor-
mance with few-shot learning we also conducted additional 
experiments to investigate whether GPT-4 could further re-
duce dependence on high quality expert annotated data. In a 
series of prompting experiments where we provided GPT-4 
with contextual definitions and relevant examples (Ha et. 
al., 2021), we show that the GPT-4 can achieve F1 scores in 
the similar range of approximately 0.88 with zero-shot 
learning (i.e., F1 Score 0.877 (s.d. 0.0018) for GPT-4 versus 
0.894 (s.d. 0.0048) for GPT-3). These findings suggest that 
fine tuning the GPT-3 model results in slightly better per-
formance versus other existing zero-shot learning strategies. 
In future work, we suggest evaluation of other zero-shot 
transformer models to evaluate its use for other multi-la-
belled topic classification. These results indicate model fine- 
tuning and expert augmentation are still the dominant path-
ways to achieving the most effective classification in this 
domain. These results add to a growing body of literature of 
using context specific and general-purpose models in cli-
mate change and other social science domains (Veghefi et 
al., 2023; Savelka et al., 2023; Abdelghani et al., 2023). 
 
 
 

Sample  Regex GPT-4 No.  
Stations 

Sampled 
Reviews 

1 67% 90% 50 100 
2 64% 86% 50 100 
3 85% 87% 50 100 
4 68% 94% 50 100 

Example True 
Class 

GPT-4 
Class 

Regex 
Class 

“Fast Charger: $0.25 Min / Level2 
Charger: $1 per hour max $10 Session 

fee” 

Time Tiered Time 

“DC Fast Charge $21hr, 35¢/minute 
prorated- L2 $1.50/hour, 2.5¢/m” 

Time Tiered Time 

“Free 2 hours limit” Free Time Free 

“$1/hr, $2 min., $4 max.” Time Tiered Tiered 
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 Model Annotation No. 
Training 

Acc % 
(s.d.) 

F1 
(s.d.) 

GPT-4 † 
 

GPT-3 
(Curie) 

None 
 

Expert 
Annotated 

0 
 

1212 

87.70 
(0.17) 
89.59 
(0.54) 

0.877 
(0.0018) 

0.894 
(0.0048) 

CNN * Human 
Annotated 

8953 84.70 
(0.80) 

0.860 
(0.0037) 

Table 5. Classifier Metrics for Sentiment Analysis 
* (Asensio et al., 2020). Benchmark Model 

† Neutral classifications were not considered for consistency with other benchmark models

 To generate uncertainty estimates for GPT model perfor-
mance, we conducted 10 experimental replications creating 
84/13/3 random data splits into testing, training, and valida-
tion, respectively. The sentiment classification task was to 
predict a "Positive" or "Negative" label for each review. We 
assessed model performance using the macro-averaged F1 
score. This evaluates the F1 score independently for each 
class, taking the average to account for class imbalance. Our 
fine-tuned GPT-3 model achieved a macro F1 score of 0.894 
(s.d. 0.0048), while the GPT-4 zero-shot model achieved a 
macro F1 score of 0.877 (s.d. 0.0018), indicating compara-
ble predictive performance for each model. This is notable 
since GPT-4 uses zero training examples and outperforms 
the prior benchmark with human annotated CNNs (Table 5). 

Comparing AI vs Human Costs 
Given the strong performance, we evaluated the potential 
reductions in research evaluation costs between AI-driven 
classification and human expert annotation. To calculate the 
human costs, we assume that each annotator is paid  mini-
mum wage (currently Massachusetts minimum wage of 
$15/hr) and that they can annotate between 2-3.3 labels per 
minute, based on our human-labelling experiments (Asensio 
et al., 2020, Ha et al., 2021, Liu et al., 2023). Based on this, 
we estimate research evaluation costs to range from 75,000 
to 125,000 USD. For the expert trained AI costs, we assume 
9,000 prompt tokens for training, and 1,000k sampled to-
kens for predictions. For GPT-4 models with 8,000 contexts 
lengths (e.g. GPT-4 or GPT-4-0314), the current price is 
$0.03/1k prompt tokens and $0.06/1k sampled tokens. The 
AI costs are a modest 60.27 USD, which are three to four 
order of magnitude lower than human annotation. 

Sentiment Analysis by Pricing Models 
Given that we have pricing information resolved at the sta-
tion level, we analyzed the large-scale consumer sentiment 
for the years 2020 and 2022 by pricing scheme. To conduct 
this analysis, we computed the average sentiment score for 
each pricing model by computing the negativity score at 
each station ID, defined in Equation 1. The negativity score 
ranges from 0 to 1, where 0 means that all listed reviews per 

station per year are classified as positive and 1 means all 
listed reviews per station per year are classified as negative. 
We summarized the negativity scores at each station 
location for the most prominent pricing categories for 2020 
and 2022 (Figure 2). With the exception of stations with 
time-based pricing, we find all other pricing models are 
associated with an increase in negative consumer sentiment 
at EV chargers. 
 Because  correlated external factors or latent variables can 
influence consumer sentiment and pricing perceptions, we 
conducted post-ML regressions by spatially merging 
geolocated stations with observable social and economic 
variables from the U.S. Census and other publicly available 
sources to adjust the negativity scores. We used a 
generalized linear model to regress the station negativity 
scores on input factors such as regional policies (e.g. county-
level indicator for metro area), economic conditions (e.g. 
annual county unemployment rate and household median 
income as a proportion of a median state income), 
technological advancements (e.g. networked v.s. non-
networked and number of types of connector 
techonologies), location amenties such as point of interests 

Figure 2. Consumer sentiment by pricing scheme 
We find evidence of increasing negative consumer 
sentiment for free, energy-based, and tiered pricing 

schemes  
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(e.g. restaurant, hotels, stores), and a proxy for other 
potential unobserved factors (e.g. station rating). 
 Table 6 summarizes the changes in negativity scores from 
2020 to 2022 by pricing schemes, while statistically 
adjusting for external factors. We find that stations are 
generally associated with statistically significant increases 
in negative consumer sentiment, particularly for energy-
based and tiered pricing schemes (Table 6). We clustered the 
standard errors at different spatial scales including state, 
county, and location ID to confirm the robustness of 
estimates at different scales (Table 7). To give further details 
on the potential biasing effect of latent variables, Table 8 
includes detailed point estimates for the observable station 
characteristics. For example, we find that the number of 
connector technologies (e.g. Tesla plug, J-1772, and 
CHAdeMO) and stations rating are generally associated 
with a decrease in negative consumer sentiment.  
 In order to reveal possible explanations or mechanisms, 
we analyzed qualitative evidence from station reviews by 
price scheme, which suggests that consumers are 
dissatisfied with payments and the delivered charging rates. 
For example, a user at a station with energy-based pricing 
writes: “Slow and $. The total duration of this session was 
01:00:01 and the energy charged was 17.649 kWh. Your 
total cost for the session was $19.49.” Similarly, consumers 
also expressed frustration regarding tiered pricing becoming 
prohibitively expensive over time, for example a user 
writes: “$21.65 to charge!!!!!!! Holy moly!!!! Dont come 
here unless you are desperate!!  And its not fast. 32A is what 
it pulls.” We also found similar dissatisfaction at free 
charging stations, possibly due to the quality or availability 
of complimentary charging facilities, including being out of 
service, lack of adequate parking, low charging power, and 
long wait times  (Asensio et al. 2020). For example a user at 
a free station writes: “Tried 3 times. Faulted each time. 
Customer service was very helpful but could not get it 
going.”, implying frustration with the malfunctioning of the  

Table 6. Post-ML Regression Estimates 
Significant at the level p < *0.05, **0.01, ***0.001 

Note: Price schemes are set by independent charge point 
operators and not randomly assigned. 

 Table 7. Robustness of Regression to Various  
Clustering Options 

Significant at the level p < *0.05, **0.01, ***0.001 
 

station despite the free rate. Although our statistical 
estimates for the rise in negative sentiment adjust for a 
comprehensive set of station characteristics and other other 
factors, there could be additional factors that also influence 
the negativity score not directly related to pricing. In 
addition, although price setting is done independently by 
station operators and in some cases can be considered quasi-
random, the price models are not randomly assigned, and 
therefore our estimates should be interpreted as conditional 
correlations. In future work, we suggest merging AI-based 
predictions with randomized or quasi-randomized price 
assignment, which is the focus of forthcoming research. 

Closing 

This study demonstrates how large language models like 
GPT-4 can overcome limitations of rule-based approaches 
for complex price scheme extraction, despite challenges re-
garding inconsistencies and ambiguities with unstructured 
data. Additionally, fine-tuning GPT-3 with expert-augmen-
tation precisely classifies consumer sentiment and related 
classification tasks, outperforming benchmarks with mini-
mal labeled data through transfer learning. These methods 
are highly accurate, scalable, and substantially reduce eval-
uation costs by three or four orders of magnitude at an esti-
mated cost of USD 0.006 pennies per observation. 
 Our nationwide analysis reveals heterogeneity in con-
sumer responses to different pricing schemes over time. The 
results have important policy implications, highlighting op-
portunities to address pain points through infrastructure im-
provements and pricing innovation. Currently, free or sub-
sidized charging is the most popular strategy that has been 
used by employers, managers, and other station hosts as a 
complimentary benefit to encourage EV adoption and to in-
crease EV miles traveled. The results suggest significant op-
portunities to implement pricing mechanisms in both free 
and restricted access stations that can support business 
model development and efficiently price energy use exter-
nalities. 

 

Price Scheme Estimate 
Free 6.79** 

(2.31) 
Energy 13.60*** 

(4.07) 
Time 8.32 

(4.42) 
Tiered 8.54*** 

(1.79) 

Clustering 
Level 

Free Energy Time Tiered 

None 
6.79** 
(2.31) 

13.60*** 
(4.07) 

8.32 
(4.42) 

8.54*** 
(1.79) 

Location 
ID 

6.79* 
(2.95) 

13.60** 
(4.90) 

8.32 
(5.46) 

8.54*** 
(1.86) 

County 
6.79* 
(3.39) 

13.60** 
(5.23) 

8.32 
(6.54) 

8.54*** 
(1.93) 

State 
6.79** 
(2.43) 

13.60* 
(5.72) 

8.32 
(5.82) 

8.54*** 
(1.92) 
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Table 8. Post ML Regression of Change in Negativity Score 2020-2022 
Significant at the level p < *0.05, **0.01, ***0.001  
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