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Abstract

When humans cooperate, they frequently coordinate their ac-
tivity through both verbal communication and non-verbal ac-
tions, using this information to infer a shared goal and plan.
How can we model this inferential ability? In this paper, we
introduce a model of a cooperative team where one agent,
the principal, may communicate natural language instructions
about their shared plan to another agent, the assistant, using
GPT-3 as a likelihood function for instruction utterances. We
then show how a third person observer can infer the team’s
goal via multi-modal Bayesian inverse planning from actions
and instructions, computing the posterior distribution over
goals under the assumption that agents will act and commu-
nicate rationally to achieve them. We evaluate this approach
by comparing it with human goal inferences in a multi-agent
gridworld, finding that our model’s inferences closely corre-
late with human judgments (R = 0.96). When compared to
inference from actions alone, we find that instructions lead to
more rapid and less uncertain goal inference, highlighting the
importance of verbal communication for cooperative agents.

Introduction
In order to navigate cooperative life, social agents like our-
selves must integrate both verbal and non-verbal information
into coherent theories of others’ minds, drawing inferences
about shared or individual goals and plans that can serve as
guides to cooperative action. What is it that explains this
inferential ability in humans, and how can it inform the de-
sign of cooperative AI systems? We take steps toward an
answer by building upon a long tradition in cognitive sci-
ence that models human linguistic and action understand-
ing as processes of Bayesian interpretation: On one hand,
Bayesian theory-of-mind (BToM) posits that humans under-
stand other’s actions by inferring the goals and beliefs that
explain those actions as rational (Baker, Saxe, and Tenen-
baum 2009; Baker et al. 2017). On the other hand, ratio-
nal speech act (RSA) theory suggests that humans inter-
pret other’s utterances not just in terms of bare semantics,
but also the pragmatic intentions they imply (Goodman and
Stuhlmüller 2013; Goodman and Frank 2016). Since each
of these frameworks are formulated in terms of Bayesian in-
ference over the mental states that might explain observed
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Figure 1: An overview of our framework: (a) A human-robot
team cooperates to achieve a shared goal g (one of the 4
gems), with the human uttering an instruction u = "Can you
pass me the blue key?" to the robot. (b) We model the team as
forming a joint plan π to achieve their goal g, dictating their
actions a1 (human), a2 (robot). The human communicates
part of this plan as an instruction u. (c) Bayesian inverse
planning produces a posterior distribution over goals.

actions or instructions respectively, it is natural to combine
them, achieving joint inference from observed actions and
uttered instructions.

In this paper, we develop a Bayesian model of commu-
nicating team agents that incorporates aspects of both these
frameworks. The team consists of two agents, a principal
(played by a human) who may communicate instructions to
an assistant (played by a robot), both of whom act in order
to achieve a shared goal (illustrated in Figure 1(a)). Unlike
related work that explores how the assistant should infer the
principal’s goal (Hadfield-Menell et al. 2016; Jeon, Milli,
and Dragan 2020; Squire et al. 2015), our task is for a third
person observer to infer the team’s goal given their actions
and communicated instructions (Figure 1(c)).
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To do so, we follow recent work in cooperative agency
by modeling the team as a group agent, bypassing the chal-
lenge of recursive mental reasoning (Shum et al. 2019; Tang
et al. 2020, 2022; Wu et al. 2021). We implement this model
as a probabilistic program that comprises a goal prior,
joint planner, and utterance model (schematically depicted
in Figure 1(b)), extending a line of research that uses the
flexibility of probabilistic programming to modularly spec-
ify agent models in terms of deterministic, probabilistic,
and black-box components (Evans et al. 2017; Cusumano-
Towner et al. 2017; Seaman, van de Meent, and Wingate
2018; Zhi-Xuan et al. 2020; Berke, Belledonne, and Jara-
Ettinger 2020; Ying et al. 2023). This in turn allows us to
easily integrate neural language models as flexible utter-
ance likelihoods given hypothesized goals and plans, build-
ing upon the insight made by Lew et al. (2020) and subse-
quent papers (Dohan et al. 2022; Li et al. 2023) that (large)
language models (LLMs) can be used as modular compo-
nents in larger probabilistic models.

To evaluate this model, we conduct a series of experi-
ments that test the model’s ability to accurately infer the
goal of a team in a multi-agent gridworld environment, and
also how well it explains the goal inferences of third-person
human observers when they are provided with the same ac-
tions and instructions. For comparison, we also perform ex-
periments in a baseline setting where language instructions
are omitted. We find that human goal inferences are highly
correlated with the inferences produced by our model, and
that language instructions greatly accelerate the convergence
of inferences to the true goal, with remaining ambiguity re-
solved by action information. Collectively, these findings
suggest that our model is a promising route towards building
communicative AI assistants that act on the basis of well-
calibrated goal inferences.

Modeling Communicating Agents
In accordance with the principle of rational action (Gergely
and Csibra 2003; Baker, Saxe, and Tenenbaum 2009) and
rational speech act theory (Goodman and Frank 2016), we
model communicative cooperators as rational agents who
act and communicate efficiently to achieve shared goals.
However, a complete model of rational Bayesian commu-
nication and action requires a great deal of sophistication:
Since each agent in the cooperating team may not initially
know the team’s goal (as is the case for our robot assistant),
a third person observer would have to model not only the
team’s shared goal, but also each agent’s beliefs about their
shared goal, including how those beliefs are formed through
goal inference. In addition, agents who know the goal (such
as our human principal) would have to be modeled as ped-
agogically selecting utterances in order to best reduce lis-
teners’ uncertainty about the shared goal and plan (Shafto,
Goodman, and Griffiths 2014).

Communicating Teams as Group Agents
We sidestep these multiple levels of recursive reasoning by
opting to model a cooperating team as a single group agent:
Instead of separately representing the mental states of both

the human principal and the robot assistant, we model them
as a singular mind with a shared goal g, and a joint plan
π. Given this joint plan π, the principal agent utters an in-
struction u to communicate the plan, and each agent i takes
actions ai,t at timestep t according to the plan (a simplified
graphical model is shown in Figure 1b):

Goal Prior: g ∼ P (g) (1)
Joint Planning: π ∼ P (π|g) (2)
Utterance Model: u ∼ P (u|π) (3)
Action Selection: a1,t, a2,t ∼ P (a1,t, a2,t|π) (4)

A peculiar aspect of this model is that the principal is as-
sumed to communicate the plan π through an utterance u,
despite both agents supposedly having shared mental states:
Why communicate the plan, if everybody knows what it is?
Nonetheless, there is a good reason for using this for the
purposes of goal inference: Since our group agent model
is much simpler than the complete model described earlier,
it can serve as a resource-rational approximation (Lieder
and Griffiths 2020) of the true dynamics, allowing third-
person observers to infer the goals of cooperating teams
while avoiding the need to represent the mental states of in-
dividual agents (as in Shum et al. (2019)), or assume peda-
gogical communication (as in Milli et al. (2017)).

Model Components
Having defined the high level structure of our model, we
now describe its individual components. For the goal prior,
P (g), we use a uniform distribution over a fixed set of pos-
sible goals g ∈ G. In the context of our environment (Figure
1a), a goal g corresponds to the human picking up one of the
four colored gems.

To model joint planning in an efficient manner, we make
the assumption that agent’s actions are ordered — i.e., the
agents take turns, with the principal (human) acting at each
step t while the assistant waits, before the assistant (robot)
acts at t+1 while the principal waits. This limits the branch-
ing factor of planning, while preserving the optimal solu-
tion (Boutilier 1996). Under this assumption, we model joint
planning as the process of computing a joint Boltzmann pol-
icy π for a goal g:

π(ai,t|st, g) =
exp 1

T Q
∗
g(st, ai,t)∑

a′
i,t

exp 1
T Q

∗
g(st, a

′
i,t)

(5)

where st is the current state, ai,t is the action taken by agent
i at st, T is a temperature parameter, and Q∗

g(st, ai,t) is the
(negated) cost of the optimal plan from st to goal g with ai,t
as its first action. This models a team that is noisily optimal
in how it acts, with the amount of noise controlled by T . Im-
portantly, Q∗

g(st, ai,t) need not be computed in advance, but
can instead be computed online for each action ai,t and state
st observed during the inference. We do this using real-time
adaptive A* search as an incremental shortest-path planner
(Koenig and Likhachev 2006), avoiding the prohibitive cost
of computing a Q-value for every state and action via value
iteration (used by related inverse reinforcement learning al-
gorithms, e.g. Ramachandran and Amir (2007); Ziebart et al.
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model UTTERANCE-MODEL(π)
parameters: pcommunicate, E
a∗1:t ← ROLLOUT-POLICY(π)
α1:k ← EXTRACT-SALIENT-ACTIONS(a∗1:t)
p← pcommunicate if (k > 0) else (1− pcommunicate)
c ∼ BERNOULLI(p)
if c = TRUE then

u ∼ LANGUAGE-MODEL(α1:k, E)
end if

end model
(a) Utterance model P (u, c|π) as a probabilistic program

Input: (handover robot human key2) where (iscolor key2 blue)

Output: Hand me the blue key.
Input: (unlockr robot key1 door1) where (iscolor door1 red)

Output: Can you unlock the red door for me?
Input: (handover robot human key1) (handover robot human

key2) where (iscolor key1 green) (iscolor key2 red)

Output: Can you pass me the green and the red key?

(b) Paired examples E of salient actions α1:k and utterances u

Figure 2: Our utterance model is a probabilistic program (a)
that extracts salient actions α1:k from a joint plan π, then
samples an utterance u using a language model (in our case,
GPT-3 CURIE) given α1:k and few-shot examples E in its
prompt. Several examples are shown in (b).

(2008)), while using the Q-values computed by previous A*
searches to inform future searches.

With the policy π computed, we model action selection
by sampling actions according to the policy. In addition, we
can use π to model the instruction u that the principal agent
utters according to the following process:

1. Rollout the policy π with temperature T = 0 to get an
optimal sequence of actions a∗1:t to the goal.

2. Extract salient actions α1:k from a∗1:t to be communi-
cated to the assistive agent.

3. Generate a natural language instruction or request that
communicates the salient actions α1:k (or avoid commu-
nicating if there are none).

We implement the above process as a probabilistic pro-
gram that combines deterministic, stochastic and neural
components, shown in Figure 2(a). Steps 1 and 2 are de-
terministic, with step 2 implemented by filtering out non-
salient actions like directional movement, and keeping only
important actions for the assistant to perform, such as hand-
ing over keys or unlocking doors. This approximates a prag-
matic speaker in the RSA framework (Goodman et al. 2008),
communicating instructions that trade-off informativeness
and utterance cost by mentioning only the most relevant ac-
tions. Step 3 has two parts: (i) if there are k > 0 salient ac-
tions to communicate, the program decides with high proba-
bility to communicate an utterance, with this choice denoted
by c; (ii) if this occurs (i.e. c = TRUE), then the utterance
u is generated using a neural language model, conditioned
on both the salient actions α1:k and a series of few-shot
examples E that are included in the prompt (Figure 2(b)).

In our implementation, we use the CURIE variant of GPT-
3 (Brown et al. 2020) to serve as the utterance likelihood
P (u|α1:k, E), since we found it reasonably calibrated when
evaluating the probability of an utterance u, and did not re-
quire the more realistic generation abilities of larger lan-
guage models. However, any language model that defines a
probability distribution over strings can in principle be used.

Goal Inference from Actions and Instructions
Using the model described above, our aim is to compute the
posterior distribution over goals g given an instruction u,
whether an instruction was communicated c1, and a series of
actions ai,1:t for each agent i:

P (g|u, c, a1,1:t, a2,1:t) ∝ P (g, u, c, a1,1:t, a2,1:t) =

P (g)P (u, c|πg)
∏t

τ=1P (a1,τ |πg)P (a2,τ |πg) (6)

Since all the terms in the joint distribution can be com-
puted exactly2, we can perform exact Bayesian inference by
updating the unnormalized weights wg

t for each goal g as
new evidence arrives, then normalizing the weights to get
the probability P g

t for goal g at timestep t:

wg
0 ← P (g)P (u, c|g)

wg
t ← wg

t−1P (a1,τ |πg)P (a2,τ |πg)

P g
t ← wg

t /
∑

g′(w
g′

t )

We implement this inference algorithm as an exact vari-
ant of Sequential Inverse Plan Search (Zhi-Xuan et al. 2020)
using the particle filtering extension of the Gen probabilistic
programming system (Cusumano-Towner et al. 2019; Zhi-
Xuan 2020), which can be configured to support exact infer-
ence by disabling random sampling, while still automating
all the necessary weight updates.

Experiments
To evaluate both the scientific validity and performance of
our model, we conducted a human and computational exper-
iments, comparing our model’s goal inferences against goal
inferences elicited from humans. As a baseline, we used an
"Actions Only" model that does not model or condition upon
uttered instructions. Below we describe the environment we
used to conduct our experiments, the dataset of action and
instruction stimuli we generated, followed by the human ex-
periment and model fitting procedures.

Environment Description
In order to study goal inference in a multi-agent setting, we
adapt the Doors, Keys, & Gems gridworld from Zhi-Xuan
et al. (2020) into a multi-agent environment, where a human
principal and a robot assistant collaborate to retrieve a target
gem (Figure 1(a)). In this environment, agents may need to
pick up keys and unlock doors so as to reach desired items.
Keys and doors are colored, and agents can only unlock a

1Note that c must be true if u is observed.
2Since π is deterministic given g in our model, we omit P (π|g)

from the expression and replace π with πg .

28



t = 1

(i) Human gives an instruction.

t = 10

(ii) Robot moves left, human goes up.

t = 20

(iii) Human moves right, robot gets blue key.

t = 30

(iv) Robot unlocks blue door.

t = 39

(v) Human moves towards blue gem.
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Figure 3: Goal inferences over time from the actions and instructions of a human-robot team, where the team’s goal is for the
human to pick up one of the four colored gems. (Row 1) Frames from an illustrative state-action trajectory (s1:t, a1:t), with the
initial utterance u = "Can you unlock the blue door for me?" shown below the first frame. (Row 2) Average human inferences
(w. 95% CI) given both the instruction and actions, elicited at the selected frames. (Row 3) Model inferences via Bayesian
inverse planning from instructions and actions. (Row 4) Average human inferences (w. 95% CI) given actions only, without any
instructions provided. (Row 5) Model inferences via Bayesian inverse planning from actions only.

door using a key of the same color, after which the key is
exhausted. To allow for cooperative behavior, agents may
pass held items to each other if they are on adjacent grid
cells. In addition, the robot is not allowed to pick up gems,
reflecting its role as an assistive agent. If they have nothing
useful to do, agents may also wait at their current location,
which carries 60% the cost of other actions.

Dataset Generation
We constructed 6 instances of the multi-agent Doors, Keys,
& Gems environment with varying maze designs and item
locations. In each of these environment instances, we created
2–4 action sequences from the initial state to a goal gem,
generated through a combination of automated planning and
manual modification in order to increase the diversity and

goal ambiguity associated with each action sequence. For
each action sequence, we wrote a natural language instruc-
tion that the human might communicate to the robot in a
variety of styles (e.g. requests like "Can you unlock the red
and blue door for me?", or commands like "Pass me the blue
key."). Instructions are all communicated at the beginning of
each action sequence. In total, we constructed 20 stimuli of
action trajectories paired with instruction utterances, reflect-
ing a range of cooperative scenarios.

Human Experiment Design
Our human experiment involved two experimental condi-
tions in order the isolate the effect of language informa-
tion on goal inference: (i) with-instructions and (ii) without-
instructions condition. In the with-instructions condition,
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participants were shown animated trajectories of the human-
robot team as stimuli, along with the instructions given
by the human to the robot at the initial state (see Figure
3 for selected frames). In the without-instructions condi-
tion, the participants were shown the same animated stim-
uli, but without the instruction. Animated trajectories were
segmented at certain judgment points, and participants pro-
vided their goal inferences at each judgment point by select-
ing all gems they thought were likely to be the team’s goal
(see Appendix). We inserted 4–5 judgment points for each
trajectory, depending on the length of the trajectory.

Participants
We recruited 120 US participants fluent in English via Pro-
lific, 60 of whom were assigned to each of the experimental
conditions. Participants were paid at a rate of 15 USD per
hour and receive a bonus for correctly inferring the agents’
goals. Each participant provided goal inferences for 10 out
of the 20 stimuli. In total, each stimulus was rated by ap-
proximately 30 participants.

Before viewing the stimuli, participants went through a
tutorial. One participant in the with-instruction condition
was excluded from analysis due to outlier responses below
the first quartile minus the inter-quartile range.

Computational Experiments and Model Fitting
We ran Bayesian goal inference with our model on the same
set of stimuli we provided to humans. We fixed the proba-
bility of communicating an utterance for plans with salient
actions to pcommunicate = 0.95, and also fixed the set of 7 few-
shot examples E used by our utterance model, leaving no
other free parameters besides the Boltzmann policy’s tem-
perature T , which we varied from 0.0625 to 16 in powers
of two. Our model was run on both the stimuli including
the instructions and without the instructions, with the latter
serving as a baseline model that only computes goal infer-
ences from action observations. To fit the model, we com-
puted Pearson’s correlation coefficient R between model in-
ferences at each judgment point vs. average human infer-
ences at the same judgment point. We found that T = 1.0 led
to high correlation in both conditions, achieving the highest
geometric mean of R across conditions. As such, the follow-
ing results all use T = 1.0 unless stated otherwise.

Results
Qualitative Analysis Figure 3 shows an illustrative exam-
ple of multi-agent goal inference from actions and instruc-
tions over time. In this example, the human principal is able
to directly reach the green gem, but the other three gems,
along with the robot, are locked behind a red door and a
blue door. As such, the human principal requires the robot’s
help to unlock one of the doors in order to reach one of those
gems. The red gem is closer to the red door, while the yel-
low and blue gems are closer to the blue door. Without in-
structions (i.e. observing actions only), both humans and our
model place a (close-to)-uniform prior over the four gems.
But with instructions, both our model and humans place
higher probability on the yellow and blue gems at t = 1,

while down-weighting the red and green gems. This is be-
cause a rational agent would not utter an instruction for the
green gem, and would instruct the robot to unlock the red
instead of blue door if the goal was the red gem.

As the example progresses through t = 10 (robot moves
toward the key) and t = 20 (robot picks up the blue key),
the team’s actions gradually provide information about the
goal, such that the action-only model eventually stops con-
sidering the green gem and red gem as live possibilities. Hu-
mans are slightly more uncertain when shown only actions,
down-weighting the red gem, but maintaining the possibil-
ity that the green gem might be the goal even at t = 20. In
contrast, this goal uncertainty is considerably reduced when
instructions are provided at the start, with lower uncertainty
in humans manifesting not just as faster convergence to the
true goal, but also smaller confidence intervals (reflecting
lower population variance). Only at t = 30 (robot unlocks
the door) do human inferences from actions alone converge
towards human inferences with language instructions.

Correlational Analysis To quantitatively evaluate the fit
between our model’s inferences and human participants’ in-
ferences, we run a correlational analysis and show the re-
sults across the two experimental conditions in Figure 4. As
can be seen, our model’s goal inferences are strongly cor-
related with human judgments in both experimental condi-
tions, with a Pearson’s R of 0.965 (95% CI of [0.958, 0.972])
in the with-instructions condition (left plot), and a Pear-
son’s R of 0.925 (95% CI of [0.899, 0.945]) in the without-
instructions condition (right plot). The 95% confidence in-
tervals are calculated via bootstrapping with 1000 samples.

Figure 4 also shows that the correlation coefficient is
higher in the with-instructions condition. We suspect that
this is because language instructions reduce the uncertainty
and variance in human inferences, leading to a better fit. The
left-most plot of Figure 4 also shows that the probability
ratings form small clusters around values of 0, 0.5, and 1,
whereas the data points in the without-instruction condition
have a much wider spread. This indicates that instructions
help the observer effectively reduce the set of possible goals
to just two or one goals. As a baseline comparison, we plot
the correlation between our model’s inferences without in-
structions and human inferences with instructions (middle
plot). This resulted in a lower correlation coefficient of 0.87,
with a 95% CI of [0.827, 0.903], demonstrating the impor-
tance of modeling inference from instructions to explain hu-
man goal inferences.

Goal Inference Accuracy Finally, we analyze the perfor-
mance of both humans and our model in terms of accu-
rately inferring the team’s true goal. At each judgment point
(which includes the initial state where no actions are shown),
we compute the probability assigned to the true goal P (gtrue)
by both our model and the average human, along with the
Brier score

∑
i(P (gi) − 1[gi = gtrue])

2, a measure of well-
calibrated inference. We then average these values across the
entire dataset at each judgment point. We show these results
for the initial, median, and final judgment points in Table 1.
(In cases where a stimulus has no midpoint, we average the
true goal probabilities for the middle two judgment points.)
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t = first t = median t = last
P (gtrue) Brier Score P (gtrue) Brier Score P (gtrue) Brier Score

Humans (with instructions) 0.51 (0.06) 0.10 (0.06) 0.56 (0.21) 0.10 (0.04) 0.94 (0.08) 0.01 (0.01)
Humans (without instructions) 0.23 (0.05) 0.20 (0.03) 0.44 (0.15) 0.13 (0.05) 0.92 (0.02) 0.00 (0.00)
Model (with instructions) 0.64 (0.23) 0.09 (0.06) 0.65 (0.23) 0.09 (0.06) 0.99 (0.02) 0.00 (0.00)
Model (without instructions) 0.25 (0.00) 0.19 (0.00) 0.55 (0.17) 0.11 (0.04) 0.98 (0.04) 0.00 (0.00)

Table 1: Goal inference metrics for humans (averaged across subjects) and our model across both experimental conditions. We
report the probability assigned to the true goal P (gtrue) and Brier score (lower is better) at the initial, median, and final judgment
points (t ∈ {first,median, last}). Values are averaged over all stimuli, and standard deviations are in brackets.
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Figure 4: Correlation plots between average human inferences and model inferences, in the with-instructions condition (left)
and without-instructions condition (right). Our model displays a good fit in both conditions. In contrast, the without-instructions
model correlates less well with human inferences from both actions and instructions (middle).

We find that, on average, our model assigns slightly higher
probability to the true goal than humans (p < 0.001 in
both experimental conditions via a paired t-test), indicating
that our model is able to effectively infer the team’s goals
for the tested stimuli. Notably, there is a very clear differ-
ence between experimental conditions at the initial timestep:
When instructions are provided at the start, both humans
and the model assign much higher probability to the true
goal than when no instructions are observed. This illustrates
the importance of language in conveying useful information
rapidly, as compared to inferring goals from actions alone.

Since instructions provide a lot of information, we also
see that the true goal probability at the median judgment
point only increases marginally in the with-instructions con-
dition, with the actions observed between the first and me-
dian points providing limited extra information. In contrast,
when only actions are observed, the increase in P (gtrue) is
much more pronounced. However, instructions alone are not
enough to disambiguate the goal: As inference progresses
on to the last judgment point, goal accuracy is significantly
higher than at the first judgment point (corresponding to an
"Instructions Only" baseline) and median judgment point.

Discussion and Future Work
In this paper, we extended prior models of Bayesian goal in-
ference to a multi-modal, multi-agent setting. Experiments
demonstrate that our model can explain human inferences of
team goals in a range of different cooperative scenarios, and
that both our model and humans can effectively infer goals

of cooperating agents in a multi-agent setting. Importantly,
linguistic communication provides highly useful informa-
tion that enables observers to more reliably infer a team’s
goal. As communication is ubiquitous in multi-agent con-
texts, our contributions provide a means to better modeling,
understanding, and inferring shared plans and goals, which
are crucial for applications in human-AI collaboration.

In the future, we hope to extend this framework to allow
an assistive agent to support humans in achieving their goals.
This would require adapting our group agent model to the
assistive context, where the assistant attempts to infer the
principal’s goals or preferences from one or more sources of
feedback (Hadfield-Menell et al. 2016; Jeon, Milli, and Dra-
gan 2020). One way to accomplish this might be to follow
the Imagined We approach (Tang et al. 2020; Stacy et al.
2021), where the assistive agent models the principal as
jointly planning both of their actions as if they were a sin-
gle group agent, and then infers the best action to take in
response. By doing so, we could avoid the cost of both re-
cursive reasoning (Hadfield-Menell et al. 2016) or solving
for cooperative equilibria (Fisac et al. 2020), while achiev-
ing a more pragmatic and pro-active form of instruction fol-
lowing than current approaches based on semantic parsing
or large language models (Tellex et al. 2011; Squire et al.
2015; Ichter et al. 2023; Liu et al. 2022). If successful, this
might enable the development of assistive agents that flex-
ibly cooperate and coordinate with humans based on both
their actions and words, while maintaining well-calibrated
uncertainty estimates about when and how to help.
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