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Abstract

Medical data often contain sensitive personal information about individuals, posing significant limitations to it being shared or released for downstream learning and inferential tasks. We use normalizing flows (NF), a family of deep generative models, to estimate the probability density of a dataset with differential privacy (DP) guarantees, from which privacy-preserving synthetic data are generated and released. We apply the technique to an electronic health records dataset containing patients with pulmonary hypertension. We assess the learning and inferential utility of synthetic data by comparing the accuracy of hypertension predictions and the variational posterior distribution of the parameters in a physics-based model. The results suggest that synthetic data generated via NF with DP can yield good utility at a reasonable privacy cost. Our study provides evidence and adds to the growing literature on the feasibility of generating synthetic medical data for sharing or obtaining inferences from medical data using deep generative models with formal privacy guarantees.

Introduction

Medical information is highly sensitive and may reveal patients’ medical conditions and history, among others. When sharing medical data among researchers or releasing information to the public, there are always privacy concerns and risks for re-identification or disclosure of sensitive information. Even with key identifiers removed, an adversary may still be able to identify an individual or learn his or her sensitive information, leveraging publicly available data and sophisticated attacks. To mitigate privacy concerns, various privacy concepts have been proposed over the past two decades. We focus on differential privacy (DP) (Dwork et al. 2006b,a), a popular privacy framework in contemporary privacy research. Besides providing mathematical guarantees on privacy and being robust to various privacy attacks, DP has attractive properties, such as privacy loss composition and immunity to post-processing, which have contributed to its popularity for both research and practical applications.

Differentially private data synthesis (DIPS) provides a solution to integrate formal privacy guarantees into data synthesis (Rubin 1993), a common statistical disclosure limitation technique. Interested readers can refer to (Bowen and Liu 2020) for an overview of some recent DIPS techniques. Data synthesis is actively explored for sharing medical data in academia and practice (the SHARED team 2023; Dash et al. 2019; Rankin et al. 2020; Yale et al. 2020; Benaim et al. 2020; Chen et al. 2021). The introduction of variational autoencoders (Kingma and Welling 2013), generative adversarial networks (Goodfellow et al. 2014), and normalizing flow (NF) (Rezende and Mohamed 2015; Papamakarios, Pavlakou, and Murray 2017), opened new possibilities for data synthesis through deep-neural-networks-based generative models with DP guarantees (Xie et al. 2018; Jordon, Yoon, and Van Der Schaar 2018; Beaulieu-Jones et al. 2019; Pfitzner and Arrighi 2022).

In this work, we use electronic health records (EHR) as an example to present approaches for privacy-preserving medical data synthesis and analysis. EHR data often contain sensitive medical information about individual patients. Due to privacy concerns, it is often problematic to access single-center EHR datasets and even more challenging to create large multi-center datasets for research purposes. As a possible remedy, we examine differentially private NF (DP-NF) to generate synthetic data via density estimation with DP guarantees under a pre-defined privacy budget. To our knowledge, only a couple of works exist on DP-NF for density estimation or synthetic data generation. Waite and Cummings (2021) used the moment account method (Abadi et al. 2016) to track privacy loss in the $(\epsilon, \delta)$-DP framework during the DP-NF optimization (Waite and Cummings 2021) and applied estimated privacy-preserving densities to anomaly detection. Lee et al. (2022) studied DP-NF in the Rényi DP framework (Mironov 2017), evaluating the marginal distribution and correlations among attributes in tabular data and classification tasks in large-scaled benchmark datasets.

In contrast to the above existing work, we apply Gaussian DP (Dong, Roth, and Su 2022) to achieve privacy guarantees. Gaussian DP yields a tighter bound for the privacy loss composition and is shown to yield higher prediction accuracy in deep learning (Bu et al. 2020), compared to the moment account technique. In addition, we examine the utility of synthetic data through downstream learning and inferential tasks; the latter has not been explored in the literature for...
synthetic data generated through DP-NF to our knowledge. Finally, the EHR dataset examined in this work has a small sample size, a relatively large number of continuous or discrete numerical attributes, and missing values (the training data contains 62 patients on 19 attributes), a more challenging problem for generating differentially private synthetic data, compared to the large-scale benchmark datasets. This provides an opportunity to examine the feasibility of DP-NF in generating useful privacy-preserving synthetic data for small-sized medical datasets with heterogeneous data types and a great degree of realism. We run prediction tasks and variational inference (VI) of a physics-based model on synthetic data generated by DP-NF and compare the utility with that obtained from the original data.

Preliminaries

NF is defined as a map $F: \mathbb{R}^d \times \Lambda \rightarrow \mathbb{R}^d$ parameterized by $\lambda \in \Lambda$ transforming realizations from an easy-to-sample base distribution such as $z_0 \sim \mathcal{N}(0, I_d)$, to realizations from a desired target density. $F$ consists of a composition of $K$ bijections $F_k: \mathbb{R}^d \times \Lambda_k \rightarrow \mathbb{R}^d$, each parameterized by $\lambda_k \in \Lambda_k$: $F_k(z_0) = F_k(z; \lambda_k) = [F_k(\cdot; \lambda_k) \circ F_{K-1}(\cdot; \lambda_{K-1}) \circ \cdots \circ F_1(\cdot; \lambda_1)](z_0)$, where $z_k = F_k(z_{k-1}; \lambda_k)$ for $k = 1, \ldots, K$. The distribution of $z_k$ can be obtained by the variable technique

$$q_k(z_{k-1}) = \det \frac{\partial F_k}{\partial z_{k-1}} |^{-1}. \quad (1)$$

When NF is employed for density estimation given observed data $x$, the following log-likelihood is maximized, assuming $n$ independent observations $x_i$ for $i = 1, \ldots, n$.

$$\ell(\lambda; x) = \log q_k(x) = \sum_{i=1}^n \log q_k(x_i) = \sum_{i=1}^n \log q_0(z_{i,0}) - \sum_{i=1}^n \sum_{k=1}^K \left| \det \frac{\partial F_k}{\partial z_{k-1}} \right|, \quad (2)$$

where $z_{i,k-1} = F_k^{-1} \circ \cdots \circ F_{K-1} \circ F_1(x_i)$. Once the NF parameters are obtained via the maximum likelihood approach, samples from $q_k$ can be generated by first sampling from the base distribution and then transforming the samples through a sequence of bijections.

Among the various NF formulations proposed in the literature, we use masked autoregressive flow (MAF) (Papamakarios, Pavlakou, and Murray 2017). The autoregressive property of MAF is obtained by setting $p(z_i|z_1, \ldots, z_{i-1}) = \phi((z_i - \mu_i)/\sigma_i)$, where $\phi$ is the density function of the standard normal distribution, $\mu_i = f_{\mu_i}(z_1, \ldots, z_{i-1})$, $\alpha_i = f_{\alpha_i}(z_1, \ldots, z_{i-1})$, and $f_{\mu_i}$ and $f_{\alpha_i}$ are masked autoencoder neural networks (MADE) (Germain et al. 2015).

Definition 1 ($\epsilon$, $\delta$)-DP (Dwork et al. 2006a,b) A randomized mechanism $\mathcal{M}$ is $\epsilon$-DP, if $\Pr[\mathcal{M}(D_1) \in S] \leq e^\epsilon \Pr[\mathcal{M}(D_2) \in S] + \delta$ for any $S \in \text{range}(\mathcal{M})$ and neighboring datasets $D_1, D_2$ that differ by one record, where $\epsilon > 0$ and $\delta \in [0, 1)$.

DP is a mathematical framework designed to produce robust privacy guarantees. The quantities $\epsilon$ and $\delta$ represent privacy budget or privacy loss parameters. The smaller the $\epsilon$ for a given $\delta$, the higher the privacy protection there is for the individuals in the data.

When DP mechanisms are applied repeatedly to query a dataset, privacy loss will accumulate during the process. It is critical to track the accumulated loss. Abadi et al. (2016) propose a widely popular moment account technique based on Rényi DP (Mironov 2017) to track privacy loss in stochastic gradient descent-based optimization. Dong, Roth, and Su (2022) provide a tighter bound based on Gaussian DP (GDP), which is employed in this work.

Definition 2 ($\mu$-GDP) (Dong, Roth, and Su 2022) Let $T$ be a trade-off function that maps $[0, 1]$ to $[0, 1]$, defined as $T(P_0, P_1)(\alpha) = \inf \{\beta_0: \alpha_0 \leq \alpha \}$ for two distributions $P_0$ from $P_0$ to be distinguished through hypothesis testing $H_0: P_0 \equiv H_1: P_1$, where $\phi \in [0, 1]$ is a rejection rule with the type I error $\alpha_0 = \mathbb{E}_{P_0}[\phi]$ and type II error $\beta_0 = 1 - \mathbb{E}_{P_1}[\phi]$. A randomized mechanism $\mathcal{M}$ is of $\mu$-GDP if

$$T(\mathcal{M}(D_1), \mathcal{M}(D_2)) \geq T(\mathcal{N}(0, 1), \mathcal{N}(\mu, 1)) \quad (3)$$

for neighboring datasets $D_1, D_2$ differing by one record.

The Gaussian mechanism can be applied to achieve $\mu$-GDP guarantees when releasing query results from a dataset (Dong, Roth, and Su 2022). Given a query $f$ to data $D$, a Gaussian mechanism of $\mu$-GDP is $f^*(D) \sim \mathcal{N}(f(D), \Delta_f^2/\mu^2)$, where $\Delta_f = \max_{D_1, D_2} \|f(D_1) - f(D_2)\|_1$ for any pair of neighboring datasets $(D_1, D_2)$. There is a duality between $(\epsilon, \delta)$-DP and $\mu$-GDP (Dong, Roth, and Su, 2022), which can be used to translate privacy loss between the two DP frameworks. If a mechanism is of $\mu$-GDP, then it also satisfies $(\epsilon, \delta(\epsilon))$-DP, where $\delta(\epsilon) = \Phi(-\mu + \sqrt{\epsilon}) - e^{-\epsilon} \Phi(-\mu - \sqrt{\epsilon})$, where $\Phi$ is the CDF of the standard normal distribution.

Privacy-preserving Density Estimation and Synthetic Data Generation via DP-NF

In this section, we present differentially private density estimation via NF, which can be used to synthesize privacy-preserving surrogate datasets to release. Users can conduct learning tasks on the synthetic data in the same way as if they had the original data. In what follows, we first present the EHR data that motivates the work, then provide an algorithm to incorporate DP in NF for density estimation, apply the algorithm to generate private EHR data, and examine the utility of the private data in downstream learning tasks including prediction and variational inference (VI).

Description of the EHR Dataset

The EHR dataset examined in this work was collected in a research project funded by Google through its ATAP initiative, focusing on modeling noninvasive measurements of cardiovascular dynamics. It contains clinical hemodynamic measurements from 82 adult patients suffering from group II pulmonary hypertension (Simonneau et al. 2013) and heart failure with preserved ejection fraction (Harrod et al. 2021). There are 26 attributes measuring heart rate, different types of blood pressure measures, and other cardiovascular-related measures. This dataset focuses on group II pulmonary hypertension, where a reversible increase of pulmonary artery
pressure is caused by an increase in left ventricular filling pressure. An often-used binary classification in practice is based on the diastolic pulmonary artery pressure \( p_{pd} \) and the systolic artery pressure \( p_{ps} \), i.e. a patient is hypertensive if the mean pulmonary artery pressure \( p_{pm} = \frac{2}{5} p_{pd} + \frac{1}{5} p_{ps} > 20 \text{ mmHg} \), and not hypertensive otherwise.

**Privacy-preserving Synthetic Data Generation**

The dataset, like many EHR datasets, contains missing values. Before synthetic data generation, we first imputed the missing values using the MICE package (v3.13.0) in R (Van Buuren and Groothuis-Oudshoorn 2011). Seven attributes have large fractions of missing values (63% to 100%), which turned out to be problematic for the imputation task. For that reason, these 7 attributes were not used in the imputation and any subsequent analysis. We obtained 5 sets of imputed data and then split each of the 5 imputed datasets into a training set and a testing set with 62 and 20 patients, respectively.

We use the general DP-NF procedure in Algorithm 1 for density estimation and generate synthetic data \( x^* \) from privacy-preserving density \( p^*(x) \) in each of the 5 imputed datasets. The algorithm is based on the noisy stochastic gradient descent (SGD) algorithm of \( \mu \)-GDP in Dong, Roth, and Su (2022) with repeated Gaussian mechanism applications. Denote the number of iterations of an SGD algorithm by \( T \), the sub-sampling rate by \( r \), and the scale of noise added to the gradient at each iteration by \( \sigma \), then the total privacy loss under GDP over \( T \) iterations is \( \mu = r \sqrt{T(e^{1/\mu^2} - 1)} \).

The time complexity of Algorithm 1 is \( O(Td\eta^2 r^2) = O(Tdnr) + O(Td(nr)^2) + O(Td) \), where the first term is the expected time complexity of the Bernoulli sampling step, the second and third terms are the time complexity of SGD and DP noise sampling from a Gaussian distribution over \( T \) interactions, and \( d \) is the number of parameters in NF \( F_\lambda(\cdots) \). Hence Algorithm 1 has the same time complexity as an SGD-based NF algorithm without DP. Though the algorithm is presented using SGD, it can easily be extended to other gradient-based optimization such as RMSProp (Tieleman, Hinton et al. 2012) and Adam (Kingma and Ba 2014), by replacing \( \lambda^*(t+1) = \lambda^*(t) - \eta g^*(t) \) with their respective parameter update paradigms. Both procedures, with or without DP, have the same time complexity as SGD.

In the application of Algorithm 1 to the EHR data, we used a MAF where the MADE has 15 blocks and a fully connected NN within each block with 1 hidden layer of 200 nodes and the ReLU activation function within and between blocks, resulting in \( d = 778 \), 140 parameters in total. We set \( r = 0.5, \eta = 2 \times 10^{-5}, T = 8000, C = 10 \); It took about 3.5 hours for the algorithm to generate one synthetic EHR data set with \( n = 62 \) and \( p = 19 \) attributes. We examined 4 privacy loss settings of \( \mu \)-GDP at \( \mu = (6, 10, 3.92, 2.45, 1.49) \), which corresponds to \( \sigma = (7.36, 11.44, 18.28, 29.93) \) and \( \epsilon = (32, 16, 8, 4) \) if \( \delta = 0.01 \) in the \( (\epsilon, \delta) \)-DP setting. We set \( r = 0.5 \) as larger \( r \) would not benefit much from the privacy amplification effect due to subsampling, and smaller \( r \) would lead to less stable estimates per iteration. We also attempted different specifications for other hyperparameters, such as \( C = 1 \sim 20 \) and \( \mu \leq 1 \). The utility of the synthetic data was either worse or the DP-NF algorithm did not converge due to the large noise injected into the gradients.

For each of the 5 imputed training sets, we run DP-NF 10 times to obtain 10 privacy-preserving densities and 10 synthetic datasets were generated from each, leading to a total of 500 synthetic data sets (we generated 500 sets to evaluate the stability of the results in the downstream learning tasks based on one released synthetic dataset. If statistical inferences are of primary interest, one may release multiple synthetic data so as to take into account the uncertainty around sanitization and synthesis, and then combine the inferences from multiple sets using the rule in (Liu 2022)).

We use the generated synthetic data in three subsequent learning tasks. The first two focus on detecting pulmonary hypertension and predicting the mean pulmonary arterial pressure in the testing data while the last conducts VI for the parameters of a physics-based model, presented below.

**Pulmonary Hypertension Prediction Based on Privacy-preserving Synthetic EHR Data**

The goal of this learning task is to detect pulmonary hypertension. We train a binary classifier using support vector machines (SVMs) and predict \( p_{pm} \) using random forests (RFs). We adopted the Fowlkes–Mallows (FM) index (Fowlkes and Mallows 1983) to find an optimal cutoff on the predicted probability. We used a MAF where the MADE has 15 blocks and a fully connected NN within each block with 1 hidden layer of 200 nodes and the ReLU activation function within and between blocks, resulting in \( d = 778 \), 140 parameters in total. We set \( r = 0.5, \eta = 2 \times 10^{-5}, T = 8000, C = 10 \); It took about 3.5 hours for the algorithm to generate one synthetic EHR data set with \( n = 62 \) and \( p = 19 \) attributes. We examined 4 privacy loss settings of \( \mu \)-GDP at \( \mu = (6, 10, 3.92, 2.45, 1.49) \), which corresponds to \( \sigma = (7.36, 11.44, 18.28, 29.93) \) and \( \epsilon = (32, 16, 8, 4) \) if \( \delta = 0.01 \) in the \( (\epsilon, \delta) \)-DP setting. We set \( r = 0.5 \) as larger \( r \) would not benefit much from the privacy amplification effect due to subsampling, and smaller \( r \) would lead to less stable estimates per iteration. We also attempted different specifications for other hyperparameters, such as \( C = 1 \sim 20 \) and \( \mu \leq 1 \). The utility of the synthetic data was either worse or the DP-NF algorithm did not converge due to the large noise injected into the gradients.

For each of the 5 imputed training sets, we run DP-NF 10 times to obtain 10 privacy-preserving densities and 10 synthetic datasets were generated from each, leading to a total of 500 synthetic data sets (we generated 500 sets to evaluate the stability of the results in the downstream learning tasks based on one released synthetic dataset. If statistical inferences are of primary interest, one may release multiple synthetic data so as to take into account the uncertainty around sanitization and synthesis, and then combine the inferences from multiple sets using the rule in (Liu 2022)).

We use the generated synthetic data in three subsequent learning tasks. The first two focus on detecting pulmonary hypertension and predicting the mean pulmonary arterial pressure in the testing data while the last conducts VI for the parameters of a physics-based model, presented below.

**VI of Parameters in Physics-based Model Using Privacy-preserving Synthetic EHR Data**

The evolution of blood pressure, flow, and volume in the circulatory system of an adult subject is simulated, in this study, using CVSim-6 (Davis 1991; Heldt et al. 2012).
The CVSim-6 model is represented as $z = f(x)$, where $z$ and $x$ represent the model inputs parameters (either unknown or known constants) and outputs (observed), respectively. A subset consisting of 8 outputs $x_i = (x_{i1}, \ldots, x_{i8})$ was used in this study, including heart rate, pulmonary vascular resistance, central venous pressure, right ventricular diastolic pressure, right ventricular systolic pressure, right ventricle end-diastolic pressure, average pressure gradient across the aortic valve, and peak pressure gradient across the aortic valve. We regard right ventricular resistance $R_{rv}$ and arterial capacitance $C_a$ as unknown parameters (inputs $z$ to the model) for which statistical inferences are to be obtained given the EHR data, whereas the other parameters are fixed to their default values.

The likelihood functions of $(R_{ro}, C_a)$ given a subset of 43 hypertension patients in the original and synthetic datasets are assumed to be Gaussian, with independence among the 8 outputs and known marginal variance for each output $l(R_{ro}, C_a; x_i) \propto \exp \left\{ -\frac{1}{2} \sum_{i=1}^{8} (x_i - f(R_{ro}, C_a))^T \Sigma^{-1}(x_i - f(R_{ro}, C_a))^2 \right\}$, where $f(R_{ro}, C_a)$ represents the mean output of the CVSim-6 model and $\Sigma$ is a diagonal matrix with marginal SD (21.1, 12.1, 1.5, 212.2, 21.8, 5.0, 9.2, 3.9) for the 8-dimensional output.

The CVSim-6 model is computationally expensive. To reduce the computational cost when obtaining inference for $R_{ro}$ and $C_a$, we trained offline a fully connected NN surrogate (Wang, Liu, and Schiavazzi 2022). The NN contains 2 hidden layers with 64 and 32 neurons, respectively, and Tanh activations. We generated 100 realizations using Sobol’ sampling in the $(R_{ro}, C_a)$ plane and computed the corresponding outputs from the CVSim-6 model.

Given that $R_{ro}$ and $C_a$ are bounded, we applied the following transformation $R_{ro} = \tanh(3R'_{ro}/7)(H_{ro} - L_{ro})/2 + R_o$ and $C_a = \tanh(3C'_{ao}/7)(H_{ao} - L_{ao})/2 + C_{ao}$ to obtain unbounded $(R', C')$, where $[L_{ro}, H_{ro}]$, $[L_{ao}, H_{ao}]$ are the respective bounds for $R_{ro}$ and $C_a$ and $R_0$, $C_{ao}$ are constants and set at 800 and $5 \times 10^{-4}$ in this case. We re-expressed the likelihood function in $(R', C')$ and assumed a uniform prior on $(R', C')$. Given the trained surrogate model, we ran NF to obtain the variational distribution on the transformed $(R', C')$ first, which were then transformed back to obtain the variational posterior distribution of $(R_{ro}, C_a)$.

VI was performed via MAF with 5 alternated MADE and batch normalization layers. Each MADE uses a fully connected NN with 1 hidden layer and 100 neurons. The ReLu activation function was used within and between layers.

The VI results for $R_{ro}$ and $C_a$ based on the privacy-preserving synthetic data are presented in Table 2. The estimates based on privacy-preserving synthetic data are somewhat different from those based on the original data and there does not appear to be an obvious trend over $\mu$ in terms of how the former differs from the latter, except for the posterior

Table 2: Privacy-preserving VI for CVSim-6 model parameters $R_{ro}$ and $C_a$ given synthetic data generated via DP-NF

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>$\mu = \infty$</th>
<th>$\mu = 6.10$</th>
<th>$\mu = 2.45$</th>
<th>$\mu = 1.49$</th>
</tr>
</thead>
<tbody>
<tr>
<td>imp. original</td>
<td>mean classification accuracy rate (SD) via SVM</td>
<td>mean squared error (SD) via RF</td>
<td>mean squared error (SD) via RF</td>
<td>mean squared error (SD) via RF</td>
</tr>
<tr>
<td>1</td>
<td>20.63 40.30 (23.37) 54.71 (20.20) 62.45 (20.55) 70.39 (30.52) 18.02 35.70 (19.87) 48.05 (18.10) 60.06 (22.89) 70.36 (44.03) 11.50 71.76 (62.20) 36.53 (7.39) 47.02 (30.20) 71.36 (17.59) 18.87 32.92 (27.36) 44.15 (12.19) 63.09 (19.02) 60.52 (17.59) 20.66 81.45 (59.57) 53.98 (17.75) 59.53 (29.41) 122.91 (41.70) 17.94 52.52 (47.18) 47.40 (17.17) 58.41 (23.86) 80.10 (39.92)</td>
<td>17.94 52.52 (47.18) 47.40 (17.17) 58.41 (23.86) 80.10 (39.92)</td>
<td>17.94 52.52 (47.18) 47.40 (17.17) 58.41 (23.86) 80.10 (39.92)</td>
<td>17.94 52.52 (47.18) 47.40 (17.17) 58.41 (23.86) 80.10 (39.92)</td>
</tr>
</tbody>
</table>
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</tbody>
</table>
Conclusions

We examined the feasibility and utility of generating synthetic data via privacy-preserving NF for density estimation, with an application to a real EHR dataset. The application focuses on combining inference and computational models to predict the physiology of a given patient at a specific point in time. This is consistent with the choice of a simple hemo-dynamic model, which offers an accurate characterization of the short-term cardiovascular response.

Overall, the experiments suggest that downstream learning (prediction) and inference (VI) based on privacy-preserving synthetic data yield results of acceptable utility at practically reasonable choices of privacy loss parameters. Despite the pilot nature of the work, we examined a rather difficult case for synthetic data generation with DP via NF, where \( p = O(n) \), \( n \) is small, and the attributes are of mixed types and have missing values. We conjecture the utility of privacy-preserving synthetic data via the DP-NF procedure would not be worse in datasets with a larger \( n \) or \( p = o(n) \) compared to the EHR dataset used in this work. Our work contributes to the literature and open-source code on using deep generative models for synthetic medical and healthcare data generation. Furthermore, we examine statistical inference, in particular, VI, in addition to ML tasks based on generated synthetic data, which is as important as, if not more important than, training ML models using synthetic data.

Limitations and Future Work

This work focuses on NF to generate synthetic data at a single time point with DP guarantees and applies the technique to a tabular EHR dataset with numerical attributes. Built upon the encouraging results from this pilot study, we plan to extend the work in several future directions. Future work will generate more evidence regarding the robustness and generalizability of the DP-NF framework for synthetic EHR data generation and help users to choose which generative models to use when synthesizing EHR data.

First, we plan to compare the computational costs and utility of the synthetic data between the DP-NF procedure with other types of generative models with DP guarantees, such as those listed in the Introduction section and provided by the openDP software (openDP 2003) (MWEM, QUAIL, DP-CTGAN, PATE-CTGAN, and PATE-GAN). A reviewer suggested the procedures in openDP can be slow when dealing with data of large \( p \), GANs are known to be difficult to train, especially in small datasets, not to mention with additional DP guarantees. We also had experience running the MWEM procedure (Hardt, Ligett, and McSherry 2012) in other settings (Eugenio and Liu 2021) and found it is not effective at generating continuous data and the quality of synthetic data is sensitive to the number of iterations of the MWEM procedures.

Second, EHR data often contain rich longitudinal information and provide a valuable source for learning temporal trends, predicting future clinical events, and modeling disease progression. It is thus practically important to develop techniques to generate and share synthetic longitudinal and time-series EHR data to make the best of it for these learning tasks. There is already work in the direction either with (Esteban, Hyland, and Rätsch 2017) or without DP guarantees (Yoon, Jarrett, and Van der Schaar 2019; Li et al. 2023) in the GANs framework. For NF, the generation of synthetic time-series EHR data could be achieved based on conditioned normalizing flow (Winkler et al. 2019; Rasul et al. 2020) and Fourier flow (Alaa, Chan, and van der Schaar 2021). As for incorporating DP guarantees, we expect the noisy SGD algorithms framework similar to Algorithm 1 still apply, given it is a general framework to achieve DP guarantees through algorithmic perturbation, and is independent of ML model architectures. But the challenges lie in how to best preserve the utility of synthetic data given the temporal correlation and high-dimensionality of the time-series data at an acceptable privacy loss.

Third, we plan to run more empirical studies in more large-scale EHR datasets, in terms of both \( n \) and \( p \), and

Figure 1: Example of privacy-preserving posterior samples of \((R_{ro}, C_a)\) via NF for VI given one synthetic dataset. The contours represent the densities of the posterior distribution of \((R_{ro}, C_a)\) given the true model and the original data.
EHR data with more modalities such as text data and imaging data, and other types of unstructured data, in addition to numerical data. Similar to the case of time-series and longitudinal EHR data, developing DP generative models that can synthesize EHR data with multi-modalities is critical for making the best of EHR data for real-world applications. Work exists on this topic, such as Shi et al. (2020); Suzuki and Matsuo (2022) provides a survey on some recent generative models for multi-modal data. Similar to time-series EHR synthetic generation with DP guarantees, the challenges lie in how to best preserve the utility of the multi-modal synthetic data given its complexity and high dimensionality at an acceptable privacy loss.

Lastly, this work is applied in nature. It would be desirable to provide some theoretical guarantees to the utility of the noisy SGD algorithm with DP guarantees. This is an active research topic in general, especially for non-convex optimization.

**Code**

A custom Python/Cython implementation of the physics-based CVSim model can be found at https://github.com/desResLab/suppMatHarrod20. The code for density estimation through DP-NF is available at https://github.com/cedricwangyu/DPNF. Users may use the code to reproduce the results in the current study or apply the code to other datasets where the goal is either DP-NF for density estimation or synthetic data generation.
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