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Abstract

Recent advances in large language models have raised the
question of whether these language models alone could lead
to artificial general intelligence (AGI). In this short position
essay, we argue that embodiment is not only required for
achieving AGI, but also that embodiment is the key to con-
vincingly demonstrate AGI capabilities. There is no single
widely-accepted, objective test for AGI, so therefore whether
a system has achieved AGI is a subjective judgement. We ar-
gue that a language-only system or one that cannot demon-
strate success in the real world would not be convincing.

Introduction
Recent advances in large language models (LLMs) have led
some people to believe that LLMs alone can eventually give
rise to AGI – Artificial General Intelligence (Bubeck et al.
2023; Michael et al. 2022; Zhang et al. 2023). On the con-
trary, this short position essay argues the opposite – that
AGI not only requires embodiment (Deitke et al. 2022; Duan
et al. 2022b), but that in the absence of a widely-accepted
“acid test” for AGI, embodied intelligence is the key to-
wards convincing demonstrations of AGI.

It is not obvious that AGI even requires embodiment,
much less being key to AGI. In addition to the papers men-
tioned earlier, which posit that LLMs by themselves are suf-
ficient for AGI, others with less rosy views of LLMs do
not necessarily believe strongly in embodiment either. For
example, in LeCun’s work on world models (LeCun 2022;
Dawid and LeCun 2023), there is little to no mention of em-
bodiment as being needed for human-level AI.

Other approaches or efforts that people believe could
lead to AGI include deep reinforcement learning (RL) that
has demonstrated human-level or superhuman-level perfor-
mance on Atari (Mnih et al. 2013, 2015) and strategy games
(Berner et al. 2019; Heinrich and Silver 2016). While the
game agents follow the laws of physics as variously de-
fined for each game (e.g. not allowed to pass through walls,
cannot teleport except when going to the next game level,
etc.), these game “universes” are generally not considered
or emphasized to be embodied. Proponents of RL leading
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to AGI (Arel 2012; Silver et al. 2021) also do not generally
place importance on embodiment, but more that RL is a gen-
eral learning approach that can lead to AGI given sufficiently
complex tasks and sufficient resources.

Working Definitions and Unstated Assumptions
So far, we have used the terms AGI and embodiment with-
out any attempt to define them. For the purposes of this pa-
per, we adopt the definition of AGI to be “an autonomous
machine exhibiting general-purpose learning and reasoning
capabilities that equal or surpass human-level capabilities
across diverse tasks and in a broad range of environments
or situations” (Chollet 2019; Goertzel 2014; Pennachin and
Goertzel 2007), and embodiment to be “an agent’s en-
gagement with a physical or virtual environment through
sensorimotor interactions and experiences, mirroring a hu-
man’s experiential understanding of the world” (Chrisley
and Ziemke 2006; Glenberg 2010; Longo et al. 2008).

Definitions and discussions of AGI often make certain un-
stated assumptions, and we make these more explicit in or-
der to make clearer the link between embodiment and AGI.
First and foremost, it is usually assumed that AGI is in the
context of the human world as we currently know it, and
with follow-on assumptions about normal laws of physics
(e.g. gravity), the present time, etc. unless otherwise stated.

These assumptions are important, but are so commonly
assumed that one does not usually stop to ponder the un-
derlying assumptions when posed questions such as “will
a glass cup break when you drop it?” The answer obviously
depends on many things, such as whether it falls due to grav-
ity (not necessarily true in outer space), whether it contacts
a sufficiently-hard surface (not necessarily true if one is in
bed), whether it’s made of shatter-proof glass, etc.

Gist of Our Argument
A crucial thing to note about AGI is that there is no sin-
gle universally-accepted, objective definition or test. Even
the above definition – our preferred one – uses subjective
phrases such as “diverse tasks” and “broad range”. Hence,
unlike relatively well-accepted tests for humans such as IQ
tests or driving tests, whether an AI system has attained
AGI is still a highly subjective matter at present. In other
words, for better or worse, to be recognized as attaining
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AGI would likely require a subjective consensus among
some number of thought leaders.

Current large language models have shown human- or
superhuman-level performance on a range of text-based in-
tellectual tasks or tests, arguably fulfilling some to most of
the key aspects of the above AGI definition. However, few
people are claiming that AGI has been achieved already. The
more optimistic of LLM proponents believe that “sparks” of
AGI have been demonstrated (Bubeck et al. 2023), or that
further scaling of current architectures can lead to AGI.

What can we conclude from this? Since there is no single
“acid test” for AGI, and since embodiment is necessary for
AGI (as we argue below), ultimately it is likely that the most
convincing indications of AGI would result from embodied
demonstration.

Language Is Not Enough: Why Embodiment
Is Needed for AGI

In this section, we lay out various arguments as to why AGI
requires embodiment. Certainly, embodiment is not required
for every single aspect or component capability of AGI –
there are sufficient obvious counter-examples of human-
level intellectual abilities achieved by existing AI systems
without embodiment. Rather, we argue that without embod-
iment, AGI cannot emerge as a capability of the system.

Application perspective: general-purpose robots need
embodied intelligence. General-purpose robots that,
roughly speaking, can do anything that humans can do, are
probably the most common application that drives interest
in AGI. Without the ability to carry out a broad range
of actions in the real world, or with only specific robotic
capabilities (e.g. welding or vacuuming), AGI would be a
lot less useful or meaningful. It then follows that AGI for
general-purpose robots must be equipped to understand the
nature of the physical world (Duan et al. 2022a), as well as
the nature of the body that it occupies. An AGI controlling
a child-sized robot versus a truck-sized giant robot would
surely have different abilities, face different constraints and
accomplish the same set of goals differently.

That is the clearest (but perhaps least interesting) argu-
ment for AGI needing to have embodied capabilities. That
said, one counter-argument would be that AGI could be de-
fined to be about the high-level learning, planning and rea-
soning capabilities, while the capabilities about navigation,
obstacle avoidance, action planning, motor control, etc. are
robotics rather than AGI. Our view is that by this argument,
many widely-accepted components of AI (and AGI) such as
vision and language could be similarly stripped away, leav-
ing AGI to be defined as just abstract learning, planning and
reasoning. But if there’s one lesson from the decades of re-
search in classical GOFAI (“good old-fashioned AI”), it’s
that these abstractions also oversimplify the problem, strip-
ping away the tough complexities as well as possible inter-
dependencies that must be addressed at some point.

More importantly, we argue that even abstract, high-
level planning must take into account the practical and
physical realities and constraints of the body and the en-
vironment in order to be general and flexible. To use a

simple navigation example, a system cannot plan a feasible
path to the goal location unless it understands what “fea-
sible” entails, which obviously depends on a plethora of
embodied considerations such as overhead clearance, floor
loading capacity, etc. Embodiment implies that capabili-
ties must be developed to handle understanding of intuitive
physics and a plethora of other real-world constraints, which
abstract high-level planning alone cannot account for.

Language is an interpretive description, not the actual
thing. This argument is a specific counter to the view that
LLMs can be sufficient to eventually achieve AGI. While a
lot of knowledge is captured and represented symbolically,
the conciseness of knowledge in the form of a natural lan-
guage sentence comes at the cost of it being just one inter-
pretation of reality, not the reality itself. For example, im-
ages described as “a person smiling” or “a room with toys
on the floor” connote happiness and messiness, and these
become assumptions henceforth. However, a person’s men-
tal state can only be guessed, and messiness is a subjective
and continuous attribute. If the system were to attempt to be
more factual and detailed, descriptions such as “the corners
of the person’s mouth are upturned at X degrees” become
unwieldy, and are incomplete anyway.

Furthermore, the compression of knowledge into lan-
guage entails (commonsense) assumptions. The “fact” that
“pork belly can be eaten” makes assumptions about it be-
ing prepared, cooked, its cleanliness, religious and cultural
norms, allergies, health considerations, etc. (and even what
it means to be edible). If one were to list all the possible
exceptions and conditions, then it would be an extremely
unwieldy and practically unusable piece of knowledge.

Similarly, not everything is meaningfully describable in
language alone. Take for example the query “can I eat this
banana, and why?” This is a multi-layered query involving
issues of ownership or permission, the questioner’s context
(e.g. allergies), social context (e.g. the social meal event has
not started yet), object properties (real vs. plastic or wax ba-
nana), etc. Even putting these aside, assuming the question is
now about the ripeness of the banana, all explanations about
ripeness and edibleness have to ultimately fall back upon
other people having eaten bananas of similar shade without
incident – an explanation rooted in embodiment.

Why Embodiment Is Key for AGI
In the previous section, we laid out various reasons why em-
bodiment is required for AGI. In this section, we go further
to explain why embodiment is key for convincing demon-
strations of AGI.

At this point, let us examine in more detail the definition
of AGI – Artificial General Intelligence. It is the word “gen-
eral” that differentiates AGI from AI. The latter includes ev-
erything that we have today (since presumably we do not
have AGI yet), such as current computer vision, natural
language processing (NLP) and robotics technology. What
makes today’s AI technology not sufficiently general, such
that the consensus is that we have not achieved AGI yet?
We examine a number of answers in increasing complexity,
which will then lead us to why embodiment is key for AGI.
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Current AI is too narrow and brittle. The first and most
straightforward answer as to why today’s AI is not suffi-
ciently general to be considered AGI, is that many of the
technologies that achieve human-level or superhuman-level
performance are fairly narrow in their capabilities, and are
quite brittle even within their domain of expertise.

One simple example is chess, where rule-based AI sur-
passed humans in 1997 (Campbell, Hoane Jr, and Hsu 2002),
eventually followed by RL-based AI methods (Silver et al.
2018). Nobody would claim that superhuman chess or Go
algorithms can do anything other than play the given games,
and even simple tweaks to the game rules, and unusual or ad-
versarial strategies can throw the algorithms off (Lan et al.
2022; Timbers et al. 2020; Wang et al. 2022). Even deep
RL algorithms that can master multiple Atari games (Mnih
et al. 2013, 2015) are still ultimately constrained to a certain
subset of game types. Even if one were to be extremely gen-
erous, these algorithms are still constrained to problems that
lend themselves to RL. And even then, they are very suscep-
tible to even simple manipulations (Kansky et al. 2017).

Explicit, formal knowledge is not enough. In more re-
cent years, LLMs, having been trained on immense corpora
of textual information, have performed surprisingly well on
a fairly broad variety of tests (Qin et al. 2023; Srivastava
et al. 2022; Wei et al. 2022a). These tests span knowledge
domains such as mathematics, the English language, law,
programming, etc. (Frieder et al. 2023; Sobania et al. 2023;
Srivastava et al. 2022). The seeming breadth of knowledge
capabilities, combined with excellent grammar and fluency,
some evidence of reasoning capabilities (Brown et al. 2020;
Qin et al. 2023; Wei et al. 2022b; Yao et al. 2023), as well as
the ability to change styles and personas (Deshpande et al.
2023; Lyu et al. 2021), have led some to think that AGI will
soon be upon us (Bubeck et al. 2023; Zhang et al. 2023).

However, despite LLMs having been trained on immense
data and having knowledge far exceeding any individual hu-
man could ever have, the best LLMs today are still far from
perfect (Sap et al. 2022; Valmeekam et al. 2022; Webson and
Pavlick 2022; Wolf et al. 2023), and the general consensus
is that we have not achieved AGI yet (Biever 2023).

Why is this the case? Despite having more “gen-
eral knowledge” than any single human could ever have,
LLMs also “hallucinate” and easily make up untrue state-
ments (Alkaissi and McFarlane 2023; Ji et al. 2023). They
also perform poorly on tests of commonsense reason-
ing (Bian et al. 2023; Chen et al. 2023; Qin et al. 2023).
Thus, doing well on explicit, formal knowledge – even for a
broad range of domains – is not sufficient to make the leap
from AI to AGI in people’s minds.

AGI is gauged from performance on everyday human
tasks. This brings us to the penultimate step in our argu-
ment for embodiment being key to AGI. Even if LLMs were
fixed to no longer hallucinate, poor performance on com-
monsense reasoning would still hold people back from be-
lieving that LLMs possess AGI. Commonsense reasoning is
indeed a capability that some people have held up as the key
to AGI (Choi 2023; LeCun 2022).

Our view is that this is only part of the answer. But com-

monsense reasoning is not something that can truly be tested
only conceptually, in text. As argued earlier, language is in-
terpretive description, and can only be a partial snapshot of
reality. When one asks an LLM a commonsense question
to test it, there are many simplifications and underlying as-
sumptions compared to an actual similar scenario in the real
world. As the saying goes, “the proof of the pudding is in
the eating”. We believe that until an AI system controlling
a robot in the real world is extensively tested successfully
in live, uncontrolled interactions for an extended period
of time, a majority of discerning AI researchers would
not be fully convinced that it possesses AGI.

Why might this be the case? The real world has properties
and challenges unlike any game, toy, simulated or simplified
environment would have – and these make all the difference
when it comes to AGI. The real world is stochastic, dynamic,
uncontrollable, real-time, highly constraining, complex and
non-repeatable. An AI system in the real world has to con-
tinuously and rapidly perform a sense-decide-act cycle while
facing all these potential challenges.

It is such challenges that lead to some well-known re-
searchers to hold the view that today’s AI systems are still
far from the capabilities that even young children possess
(Liu, Brooks, and Spelke 2019; Smith and Gasser 2005; Sto-
jnić et al. 2023). It’s certainly not due to children having ex-
tensive general knowledge, and most of their capabilities fall
below those of the average adult human. Rather, it is their
demonstrated ability to actually robustly interact with and
“survive” in the real world, without needing to be rebooted,
retrained or redesigned (if they were AI systems).

Granted, children are not infallible (nor are adults), and
they require adult help and guidance in today’s world,
but one can easily imagine that for early humans, young
teenagers would already be considered old enough to hunt
and gather independently. Most people would not strongly
disagree that the average human child possesses general in-
telligence (the natural counterpart of AGI), or at least would
be expected to grow into an average adult human that does.

Embodiment is key. This line of thinking leads us, finally,
to the crux of our argument. Summarizing the arguments so
far, we have seen that: i) even superhuman performance on
highly-intellectual tasks is not sufficient to be considered as
achieving AGI; ii) nor is good performance on a broad range
of explicit, formal knowledge tests. Performing well on iii)
text-based tests of commonsense reasoning would probably
convince a number of people that AGI is achieved, but ulti-
mately, iv) the most convincing demonstration would likely
be successfully learning and performing a broad range of
tasks in the real-world continually over an extended period
of time (Tan, Lallee, and Mandal 2017). Such a demonstra-
tion would not only require commonsense reasoning, but
also bring together a range of other important AI abili-
ties in a robust and flexible overall system.

So the remaining argument becomes very simple. If at-
tainment of i), ii) and iii) are not sufficient to be convincing
demonstrations of AGI, then it stands to reason that some-
thing like iv), i.e. embodied real-world performance, is a
truer and more definitive reflection of AGI that ultimately
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really matters.
Researchers working on i), ii) and iii) have done so in the

hope that attainment of these abilities would be key, and then
“the rest of the problem” would be simple to solve. But thus
far, these hopes have not borne out. Certainly, the capabili-
ties or components developed would be useful or even im-
portant parts of achieving AGI, but there has always seemed
to be “something more” that was crucially missing.

Concluding Remarks
The classic adage is that what’s hard for humans is easy for
AI, and what’s easy for humans is hard for AI. This perfectly
aligns with our thinking that one of the seemingly easiest ca-
pabilities for humans is simply: being in the real-world and
carrying out everyday tasks. Not every human can pass the
US LSAT and Uniform Bar Exam, much less ace them, as
GPT-4 has done. But literally billions of people go about
their lives every day, easily doing mundane things like get-
ting around, getting food and drink, and getting shelter and
rest.

While these seem like simple things (to humans, at least),
the nature of the real world means that the full array of hu-
man general intelligence capabilities must be available to be
called upon for any of the myriad emergencies, contingen-
cies and corner cases that can and do happen to all of us.
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