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Abstract

Aphasia is an acquired language disorder that occurs after
brain injury such as stroke, head trauma or tumor. People with
aphasia (PWA) may have trouble speaking or understanding
speech. If diagnosed early, aphasia is often treatable, and the
communication can be improved with speech therapy. Early
detection and evaluation of aphasia is crucial for the treatment
and recovery. This paper reports a preliminary study of mul-
tilingual aphasia speech evaluation. In this study, the charac-
teristics of speech from PWA and healthy controls are com-
pared from both acoustic and linguistic perspectives. Multi-
ple acoustic features are extracted from aphasic and normal
speech to build a language independent aphasic speech de-
tection model. The model achieved good aphasic speech de-
tection performance on both English and Mandarin test sets.

Introduction
Aphasia is an acquired language disorder that occurs after
brain injury such as stroke, head trauma or tumour. People
with Aphasia (PWA) experience different difficulties with
communication such as understanding spoken and written
words and sentences, finding the correct words and stringing
sentences together. Aphasia has a profoundly negative im-
pact on quality of life both personally and socially (Moeller
and Carpenter 2013) even more so than cancer or dementia
in some research (Lam 2010).

Speech therapy has been found to be beneficial for lan-
guage recovery in aphasia, especially if provided at a high
dosage and intensity with targeted home practice (Brady
2021). During a therapy session, the speech therapist makes
use of customized training strategies and may incorporate
pictures or reading stimulus to train language skills. How-
ever, the dosage and intensity of usual speech therapy ser-
vices is usually inadequate both locally and overseas (Yiting
Emily Guo 2014) (Rose et al. 2014) .

An automatic speech evaluation system may help in more
efficient diagnosis of aphasia as analysis and transcription
of speech samples is often time-consuming (Prins and Bas-
tiaanse 2004). Such a system may also be used to provide
self-paced speech therapy to PWA to increase the intensity
of practice. Many researchers are working with speech ther-
apists and neurologists to study how to use technology in
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helping the recovery of PWA. A survey paper (Jothi and Ma-
matha 2020) summarizes the machine learning based auto-
matic speech assessment systems. Various speech and non-
speech features are explored for aphasic speech. A set of
paralinguistic features (Kohlschein et al. 2017) are explored
in automatic aphasia evaluation system. Statistics of non-
speech, clear-Speech and vague-speech are explored (Le and
Provost 2014) in aphasic speech quality assessment. Poste-
riorgrams (Qin, Lee, and Hin Kong 2019) feature derived
from automatic speech recognition is also used for the pre-
diction of the degree of aphasia severity.

Although the majority of studies in aphasic speech are
focused on English speaking patients (Herath et al. 2022),
aphasic speech assessments in other languages are also ex-
plored. A deep learning based speech assessment is per-
formed on time frequency distribution of Mandarin apha-
sic speech (Kumar et al. 2022). A fully automated system is
built for the assessment of Cantonese (Qin, Lee, and Kong
2020) speaking PWA. With the trend of globalization, bilin-
gual aphasia (Abutalebi et al. 2009) (Kuzmina et al. 2019)
has drawn much research attention.

This paper studies the aphasic speech of English and Man-
darin speakers. The characteristics of normal speech and
PWA speech are compared, the distinctive acoustic features
for aphasia speech detection are studied. A multilayer per-
ceptron classifier is trained from the 180-dimensional acous-
tic features for aphasia detection.

Aphasia Speech Evaluation
This work is a preliminary study of an automatic aphasic
(Lam 2010) speech evaluation system on Singapore speak-
ers. In the first phase, the proposed aphasia speech evalua-
tion system is targeted to detect aphasic speech in two lan-
guages: English, Mandarin. In the second phase, the system
will be able to analysis the severity of the aphasic speech,
report the potential errors and language usage feedback to
help PWA. In this paper, we present the findings in the first
phase of development.

Singapore is a multiracial multicultural society. There are
four major languages spoken by people in Singapore: En-
glish, Mandarin, Malay and Tamil. The multilingual envi-
ronment has a great impact on people’s oral language. For
example, the English spoken in Singapore is often referred
as Singlish, as it has its unique pronunciation and vocabu-
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Figure 1: Example of stimulus material in four sessions

lary. The PWA’s speech is inevitably influenced by the multi-
lingual environment. This paper reports the preliminary find-
ings towards the characteristics of Singapore aphasia speech
and building of a language independent aphasia speech de-
tection system. We believe our study will contribute to the
research on accented and multilingual aphasic speech.

Data Collection

The data collection is conducted using a customized tablet
application. Both healthy people and PWA are invited in the
data collection. During data collection, four sessions with
different stimuli were provided for each speaker:

• A. word naming for nouns

• B. word naming for verbs (Ping 2011)

• C. sentence description with customized drawings

• D. picture narration using the Refused Umbrella picture
(MacWhinney et al. 2011)

Figure 1 shows an example stimulus for each session.
During data collection, a series of such pictures will be
shown to the speaker. The same set of stimulus material
is used for multilingual speakers, hence verbal and writ-
ten instructions in multiple languages will be provided as
to speakers.

The speech data are recorded in 22k sampling rate and
stored in m4a format, the speech data are organized ac-
cording to speaker and stimulus task. In general, 164 audio
files are recorded for each speaker, in which 70 for word
naming-nouns, 72 for word naming-verbs, 21 for sentence
description, and 1 long audio file for picture narration. After
the recording, the speech content of each recording is tran-
scribed into text by research assistants. This study is based
on the processed data of 5 PWA, where 3 English speaking
(2 male, 1 female) and 2 Mandarin speaking (1 male, 1 fe-
male); 129 normal speakers (68 English speaking, 61 Man-
darin speaking) with balanced gender distribution.

Figure 2: Statistics of aphasic and normal speech

Aphasia Speech Analysis
Speech from PWA and healthy controls were analyzed and
compared. Figure 2 illustrates the average speech length and
number of words in aphasia speech and normal speech. The
breakdown statistics of four sessions are plotted. Compared
to normal speech, aphasic speech is longer in length and had
a higher number of words across all of the four sessions.
Subsequently PWAs had lower speaking rate, which is mea-
sured by the number of words per second. The statistics sup-
port the observation that PWAs usually need more time to
figure out how to describe the pictures in proper words.

We also compared the linguistic characteristics of aphasic
and normal speech. Specifically, the part-of-speech (POS)
ratio of the following broad categories are calculated:

• NN: single, plural and proper noun
• VB: all forms of verbs
• ADJ: adjective and superlative
• ADV: adverbs
• CON: preposition and conjunction

For English data, NLTK tool (NLTK 2001) is used for
part of speech tag detection. For Mandarin data, (Jieba 2012)
Mandarin text segmentation tool is used for word segmenta-
tion and POS tag extraction. The part-of-speech ratio is cal-
culated by using the number of part-of-speech words divided
by the total number of words in the sentence.

Table 1 reports the average part-of-speech ratio of aphasic
and normal speech on four sessions. For session A, which
is noun word naming task, healthy speakers obtained 0.96
noun ratio on average. That means 96% of words spoken by
healthy speakers were nouns. However, the average noun ra-
tio in session A for PWAs was 0.77, which means PWAs
only produced 77% percent of noun words. Similarly for
session B, verb naming task, healthy speakers achieved an
average verb ratio of 0.97 while PWAs only had 0.51 verb
ratio. For sessions C and D, where long sentences and para-
graphs are expected from speakers, PWAs tended to have a
higher ratio of adjectives and adverbs.

Figure 3 lists the top 10 most frequently used words for
both PWAs and healthy speakers of English and Mandarin.
Compared to healthy speakers, less nouns and verbs were
by PWAs and this is consistent with the findings in Table 1.
Mandarin PWAs used filler words (ah, uh) frequently, and
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session
/POS ratio NN VB ADJ ADV CON
aphasia A 0.77 0.08 0.05 0.01 0.03
aphasia B 0.27 0.51 0.04 0.01 0.05
aphasia C 0.36 0.24 0.06 0.02 0.06
aphasia D 0.22 0.23 0.07 0.07 0.10
normal A 0.96 0.02 0.02 0.00 0.00
normal B 0.02 0.97 0.00 0.00 0.00
normal C 0.31 0.31 0.02 0.00 0.03
normal D 0.21 0.22 0.06 0.06 0.14

Table 1: POS ratio of aphasia and normal speech

Figure 3: Top 10 most frequent words

they were observed to switch to English (I don’t know) to
express difficulty with the task. Such code-switching behav-
ior is commonly observed in a multilingual society like Sin-
gapore. English aphasia speakers produced more unknown
words (kruk, krek, kricking,bog) as they had problems in re-
trieving the words correctly.

Aphasia Speech Detection
The task of aphasia speech detection is to detect if the input
speech is produced by PWA or normal speaker.

Acoustic Features
Three types of acoustic features are extracted from apha-
sic and normal speech to train an aphasic speech detec-
tion model. Specifically, they are MFCC feature, log mel-
spectogram feature and chroma features. Figure 4 compares
the three acoustic features extracted from an audio file of
male aphasia speaker and an audio file of male normal
speaker.

MFCC stands for Mel-frequency cepstral coefficients. It
is one of the most popular features adopted in many speech
processing applications, such as automatic speech recogni-
tion and audio classification. MFCC features measure the
rate of changes in the different spectrum bands. It represents
texture or timbre of sound. Compare the MFCC feature of
aphasic speech in Figure 3(a) with the MFCC feature of nor-
mal speech in Figure 3(b), the coefficients of the aphasic
speech have less dynamics.

The time by frequency representation of the audio wave
form is called a spectrogram. That spectrogram is then
mapped to the Mel-scales to obtain Mel-spectrogram. As hu-
man perception of sound intensity is logarithmic in nature,
the Mel-spectrogram is then converted into log form, which
is the log Mel-spectrogram. Figure 3 (c) and (d) are the illus-
trations of 128-dimension log Mel spectrograms of aphasia

Figure 4: Acoustic features of aphasic and normal speech
from two male speakers

speech and normal speech. In this example, aphasic speech
is relatively weak in high frequency domains.

Chroma features are often used in music study, it classi-
fies the pitches into 12 distinct classes or pitch profiles. If
we compare the chroma feature of aphasic speech and nor-
mal speech as shown in Figure 3 (e) and (f), they have sig-
nificant differences. The aphasic speech is mostly in lower
pitch classes. This indicates the chroma feature has a good
potential in distinguishing aphasic from normal speech.

Experiment Setup
The three types of acoustic features show there’s significant
difference between aphasic and normal speech. We are moti-
vated to build an aphasia speech detection model using these
features. During feature extraction, three types of acoustic
features are concatenated to form 180 dimensional features
(40 MFCC+128 log melspectrogram+12 chroma).

During model training, both aphasic and normal speech
data are incorporated in training data. Since there are only 5
PWAs’ data available, to address the data imbalance issue,
we randomly selected a small number of normal speakers
as the training data. To explore the possibility of building
a multilingual aphasia detection model with only one lan-
guage, data from two English aphasia speakers are used to
present aphasia speech in training. The rest of the aphasia
speech is kept for testing. A multilayer perceptron classifier
is trained from the 180-dimensional features, the model has
hidden layer size of 300, batch size 256. During training,
Adam optimizer is used in weight optimization.

Table 2 summarizes the number of audio files and the
speaker distribution in the train and test sets. To validate the
performance on multilingual speech data, two test sets are
formed. The first one is a pure English test set (Test1) and the
second one is a pure Mandarin test set (Test2). There is no
speaker overlap among the train and test sets. The last row
of Table 3 reports the aphasia detection performance. The
performance is measured by accuracy, which is the number
of correctly detected recordings divided by the total number
of test recordings. The experimental result shows the model
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Data Train Test1 Test2
Audio 984 328 492

Speaker

English English Mandarin
1 A(m) 1 A(m) 1 A(m)
1 A(s) 1 A(s) 1 A(s)
4 N(2m,2f) 1 N(m)

Accuracy NA 100 98.8

Table 2: Data and performance of aphasia detection, where
A denotes aphasia speaker, N denotes normal speaker

can detect all English speech correctly for Test1, for Man-
darin test set, 98.8% accuracy is obtained, only 6 tests are
misclassified, 4 aphasia and 2 normal recordings.

The experiment results show the potential of multilingual
aphasia speech detection using multiple acoustic features.

Conclusions and Future Works
This paper presents aphasic speech analysis on English and
Mandarin. The aphasic and normal speech of Singapore
speakers are analyzed from both acoustic and linguistic per-
spective. A language independent aphasia speech detection
model is built by using three types of acoustic features. Our
experiment results show the model has good performance on
both English and Mandarin aphasia detection. We would like
to extend the study to the other two most popular languages
in Singapore: Malay and Tamil.

For the future works, we will study the automatic analysis
on the aphasia speech content. Natural language understand-
ing techniques will be explored to characterize the linguistic
information in the aphasia speech.

To continue this work, more samples from PWA in mul-
tiple languages will be collected. With the support of more
data, we hope to develop more efficient aphasia assessment
systems and increase therapy dosage and intensity for PWA.
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